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O SUFIXO -RANA NO PORTUGUÊS FALADO 
PELO CABOCLO AMAZONENSE

Orlando AZEVEDO*
Felício MARGOTTI**

•	 RESUMO: O artigo aborda a formação de palavras com o sufixo –rana no português falado 
em seis localidades situadas na região do Médio Solimões no Estado do Amazonas. O corpus 
para a análise foi retirado das respostas dos informantes ao questionário semântico-lexical da 
tese de Azevedo1, que está em andamento e que trata da variação dialetal na região do Baixo 
Amazonas e do Médio Solimões. Para os propósitos da pesquisa, nossa fundamentação foi 
baseada no modelo da morfologia gerativa a fim de que fosse possível a construção de uma 
regra aplicável às bases que esse sufixo seleciona. Os resultados mostraram a existência de 
formações neológicas, uma vez que não foram encontradas em obras lexicográficas. Além 
disso, o sufixo –rana ao selecionar bases substantivas não muda a classe gramatical da palavra 
primitiva ao formar novos substantivos. Devido à regularidade, foi possível estabelecermos 
uma regra de formação de palavras para o sufixo –rana no português falado nessa região da 
Amazônia brasileira.
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Introdução

Este trabalho surgiu a partir da motivação que tivemos ao constatarmos as 
ocorrências, no português amazônico, de vocábulos formados com o sufixo de 
origem indígena –rana, os quais foram encontrados nas respostas do questionário 
semântico-lexical aplicado nas comunidades e cidades localizadas na região do 
médio Solimões/AM (respectivamente, Saubinha, Ariri, Itapéua, Costa do Juçara 
e as cidades Coari e Codajás). Os dados do QSL (questionário semântico-lexical), 
elaborado e aplicado de acordo com princípios e método da geolinguística 
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pluridimensonal, fazem parte da Tese de Azevedo, em andamento, que trata da 
variação lexical nesses pontos da região amazônica. 

Nosso propósito foi tanto descobrir se as formações de palavras com o sufixo –
rana se encontravam dicionarizadas, quanto descrever as bases que esse sufixo 
seleciona. Após termos comparado os dados entre as variantes do português falado 
amazônico com o português escrito constante nos dicionários Ferreira (2009) e 
Houaiss et al. (2009) foi possível aplicarmos, segundo a morfologia gerativa, a 
regra geral de formação de palavra (RFP) para o sufixo –rana, que ocorreu 32 
vezes incluindo as formas alternantes em todo corpus mínimo encontrado no 
QSL. Tanto as formações com o sufixo –rana constatadas no português falado nos 
08 pontos de inquérito, quanto a gama de vocábulos registrados nos dicionários 
com esse mesmo sufixo, enquadram-se no processo de formação de palavras por 
derivação, com vistas à criação de neologismos relacionados à fauna e à flora 
regional amazônica. 

A formação de palavras por sufixação

A sufixação e a prefixação correspondem aos processos de formação de 
palavras em português por derivação, nos quais são observados os parâmetros 
estabelecidos na língua portuguesa a partir da combinação entre palavras e afixos 
já existentes no idioma. Na perspectiva da morfologia gerativa, o falante, mesmo 
sendo iletrado, conhece as regras de formação de palavras, e, por isso, será capaz 
de criar novas palavras na língua a partir dos recursos linguísticos previstos pela 
gramática da língua. Tal mecanismo, a título de ilustração, é muito usado pelas 
crianças como representado neste diálogo entre a mãe e a criança: “-Filha, tá 
quente o chá! –Então, diquenta!” 

Consideramos que as bases mais comuns a que os sufixos, via de regra, se 
fixam são substantivos, adjetivos e verbos (BASÍLIO, 2009), sendo que a maioria 
dos processos de formação de palavras por sufixação muda a classe gramatical 
da palavra primitiva, e a produtividade de cada sufixo tem a ver unicamente 
com o tipo de base (s), que seleciona como, por exemplo, o sufixo X–vel forma 
adjetivos com verbos transitivos diretos: amar + -vel = amável, estimar + -vel 
= estimável, louvar + -vel = louvável, e rejeita outras bases como o substantivo 
homem + -vel = *homemvel e o adjetivo beleza + -vel = *belezável. Se tivermos 
a estrutura morfológica de um verbo em X-izar, o sufixo correspondente a forma 
nominalizada será -ção; por outro lado se for X-ecer, o sufixo atuante na formação 
da nova palavra será -mento (BASÍLIO, 2009). Além disso, conforme o contexto 
de uso, o falante pode priorizar a formação de palavras a partir da escolha das 
bases e de sufixos existentes na língua. Logo, as condições de produção de cada 
sufixo tem a ver com o contexto em que é empregado, ou seja, com o ambiente 
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discursivo ou cultural que envolve o usuário da língua. (BASÍLIO, 1993). Por 
exemplo, tomemos as realizações do vocábulo “não” na linguagem informal e na 
linguagem formal, respectivamente: na linguagem falada informal, o usuário faz 
as realizações do “não” como “não”, “ não é”, “né” e “nu )” com função adverbial, 
como partícula enfática para realçar a negação ou para pedir confirmação do 
interlocutor como em “-Ele foi pra festa? -Nu ) foi não, né!”; já na linguagem 
formal falada ou escrita, com o mesmo vocábulo “não”, teremos construções 
tipo “não-lucrativo”, “não-didático”, “não-jurídico”, “não-escrito” (ALVES, 2002), 
nas quais o “não” tem a função de servir como prefixo negativo ao selecionar 
bases adjetivas e formas participiais com função adjetiva. Portanto, os sufixos 
não selecionam qualquer base, podem mudar ou não a classe gramatical da 
palavra derivada e são mais produtivos em determinados ambientes discursivos 
ou culturais, onde há necessidade de nomeação de novos referentes. Baseado 
nisso, passamos a analisar as particularidades do sufixo –rana, que contribuiu 
acentuadamente na formação de novas palavras no português do Brasil, na 
Amazônia.

Formação de palavras com o sufixo -rana

O sufixo –rana, documentado no século XVI (HOUAISS, 2009), se fixava 
unicamente a bases tupi, as quais atribuía uma característica qualitativa. Devido 
à facilidade que tal sufixo possui de selecionar palavras pertencentes à classe dos 
substantivos, o sufixo –rana possibilitou, assim, uma espécie de contaminação 
linguística com bases substantivas ao se misturar com raízes de outras línguas 
como no caso com as da língua portuguesa, que notoriamente recebeu uma 
grande contribuição de lexias provenientes de línguas indígenas, dentre elas as 
pertencentes às famílias do tronco tupi. 

Consideramos a natureza do morfe –rana ser sufixal, porque desempenha a 
função de sufixo ao se fixar na parte final do vocábulo e por ter contribuído para 
a formação de muitas palavras novas, as quais foram incorporadas ao léxico do 
português do Brasil. No corpus mínimo analisado, as ocorrências do sufixo –rana 
correspondem a vocábulos cujos referentes estão presentes na região amazônica. 
Tais vocábulos, identificados através de um questionário semântico-lexical, 
constituem um rol apenas exemplificativo, e no processo de sufixação obedeceram 
ao princípio da economia linguística, pois partiram de bases substantivas pré-
existentes e de vários níveis semânticos. A maioria dos vocábulos formados com 
o sufixo –rana é muito conhecida nas variedades do português amazônico, e faz 
parte, principalmente, do repertório linguístico dos pecadores de rios, lagos e 
igapós. Encontramos no corpus mínimo as seguintes formações apresentadas 
na tabela 1 abaixo:
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Tabela 1 – Palavras formadas com o sufixo -rana23456

No. Base Sufixo Sufixação 
Variações 
encontradas

Etimologia2

01 Abacaxi -rana Abacaxirana ------------------- Tupi = iu9aka’ti

02 Abacate -rana Abacaterana
Baquitirana, 
bacatirana

Náuatle3= au9a’katl 4

03 Abio -rana Abiorana
Abiurana, 
biorana

Tupi= a’u9iu

04 Cabaça -rana Cabaçurana -------------------
Provavelmente de 
origem pré-romana

05 Caju -rana Cajurana ------------------- Tupi= aka’i9u

06 Cana -rana Canarana -------------------
Latim= canna, 
derivada do grego 
kánna

07 Feijão -rana Feijãorana Fejurana Latim=faseolus –i

08 Jacaré -rana Jacarerana ------------------- Tupi=i9aka’re

09 Jatuarana -rana Jatuarana Jutuarana Tupi=iatu 5

10 Limão -rana Limãorana Limorana
Persa6= limu ou 
laimon

11 Marirana -rana Marirana -------------------
Tupi= umarí ou 
umarííua

12 Melancia -rana Melanciarana ------------------- De origem incerta

13 Piquiá -rana Piquiarana ------------------- Tupi= pequi’a

14 O -rana Orana -------------------
Ocorre prótese de “o” 
no sufixo –rana

15 Pupunha -rana Pupunharana -------------------
De étimo 
indeterminado

16 Oei -rana Oerana -------------------
Provavelmente de 
origem tupi. 

2 A etimologia das palavras foi baseada nas definições dos dicionários constantes na referência deste trabalho. 
Quanto a forma primitiva da palavra, foi retirada do dicionário Etimológico da Língua Portuguesa.

3 Língua indígena extinta, que era falada pelos astecas e pertencente à família linguística auto-asteca da 
América Central e do México Central e Meridional.

4 O termo au9a’katl sofreu variação para aguacate em espanhol, que por sua vez se transformou em abacate em 
português.

5 Etimologia dada pelo dicionário tupi-português/português-tupi constante na referência deste trabalho.

6 Definição dada pelo dicionário Aulete digital. Disponível em: <www.aulete.com.br>. Acesso em: 12 jun. 2011.
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No. Base Sufixo Sufixação 
Variações 
encontradas

Etimologia2

17 Saboeira -rana Saboarana Saborana
Provavelmente de 
origem Tupi 

18 Seringa -rana Seringarana Siringarana
Latim= syringa, 
derivada do grego 
syrigx-iggos

19 Tabacu -rana Tabacurana ------------------- De base desconhecida

20 Tupinambá -rana Tupinambarana ------------------- Tupi = tupinambá

21 Uixi -rana Uixirana Xirana
Provavelmente de 
origem tupi

22 Urucu -rana Urucurana ------------------- Tupi = uru’ku

Fonte: Questionário semântico-lexical da Tese (em andamento) da autoria de Azevedo. 

Das palavras listadas acima, não foram encontradas nos dicionários de 
língua portuguesa Houaiss (2009) e Ferreira (2009) abacaxirana, cabaçurana, 
feijãorana, melanciarana, piquiarana, orana, uixirana e as variantes bacatiriana 
e baquitirana (variantes de abacaterana), oerana (variante de oeirana), saborana 
(variante de saboarana), siringarana (variante de seringarana), tabacurana (variante 
de tabacarana, mas com referentes divergentes), xirana (variante de uixirana), 
limorana (variante de limãorana), jutuarana (variante de jatuarana) e fejurana 
(variante de feijãorana). 

O conteúdo semântico de –rana nas formações acima segundo o Houaiss (2009) 
e Ferreira (2009) é “semelhante a”, “igual a”. Dessa forma, temos: abacaxirana, 
que significa igual ou semelhante ao abacaxi; abacaterana, que significa igual 
ou semelhante ao abacate; abiurana, que significa igual ou semelhante ao abiu; 
cabaçurana, que significa igual ou semelhante à cabaça; cajurana, que significa 
igual ou semelhante ao caju; canarana, que significa igual ou semelhante à cana; 
feijãorana, que significa igual ou semelhante ao feijão; jacarerana, que significa 
igual ou semelhante ao jacaré, limãorana, que significa igual ou semelhante ao 
limão; marirana, que significa igual ou semelhante ao mari (fruta oval comestível 
na região do médio Solimões); melanciarana, que significa igual ou semelhante 
à melancia; piquiarana, que significa igual ou semelhante ao pequiá, pupunhara, 
que significa igual ou semelhante à pupunha; siringarana, que significa igual 
ao semelhante à seringa; tupinambarana7 que significa igual ou semelhante ao 
tupinambá; uixirana, que significa igual ou semelhante ao uixi (fruta comestível 
em toda região Amazônica) e; urucurana, que é uma fruta igual ou semelhante 

7 Tupinambarana é o nome da ilha onde está situada a cidade de Parintins no Amazonas, portal de entrada para 
esse Estado. 
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ao urucu. Alguns vocábulos, que não são tão comuns, merecem atenção especial 
como oerana, uma forma variante de oeirana de base “oei” definida da seguinte 
forma pelo Houaiss (2009):

substantivo feminino
Rubrica: angiospermas.
1arbusto (Alchornea castanaefolia) da fam. das euforbiáceas, nativo do 
Brasil (AM, BA a MT), de folhas coriáceas, serruladas, espinescentes e 
peninérveas, flores inconspícuas, em espigas pêndulas e unissexuais, 
e cápsulas pilosas; uirana
2Regionalismo: Amazonas.
m.q8. 1salgueiro (Salix chilensis)

Na definição da variante oerana feita por uma informante do baixo Amazonas 
existe a referência a uma árvore com folhas chatas, que cresce às margens do rio 
Amazonas, e vai ao encontro da definição dada pelo dicionário acima. Por sua 
vez, o vocábulo saboarana foi classificado como “substantivo feminino, rubrica: 
angiospermas. Regionalismo: Amazonas. m.q.9 saboeirana (HOUAISS, 2009), e 
na informação dada pelo falante da comunidade Itapéua em resposta ao QSL 152, 
temos a seguinte descrição:

Rapaz, tem. Tem a invira. Tambaqui come siringa, o matrinxã come 
a invira, éé... -Essa invira é tipo uma invira mermo? -é uma árvore de 
pau, que dá invira e dá essas fruta idêntica essa óh! Prêtinha. Aí tem...
tem a cajurana também, que o tambaqui come. Tem a saboarana, que o 
tambaqui come também [...] -Aqui só no logo, a saboarana dá uma fruta 
assim óh! e a cajura, ela dá agora [...] nessa época [...] saboarana, ela cai 
tchuum! ela bem azeda! azeda! azeda! Deusu livre! [...] Essa, essa, os 
cara falaru que ela serve de suco. 

Em outra resposta, desta vez de uma informante da comunidade Ariri, são 
acrescentadas outras características à fruta saboarana: 

Tem oo...tem a sabôrãna. -Cumu é a sabôrana? -A sabôrãna, ela é uma 
castanha, ela é desse tamanho, dessa grussura. Aí quando ela tá madura, 
ela parte, cai n’água e o tambaqui come. -E a ente come também? -Não! 
Come,não! é amargo, só o pexe que come. 

Quanto ao vocábulo tabacurana, que não foi registrado em nenhum dicionário, 
tem uma forte saliência com tabacarana, que o Houaiss (2009) classifica como 
sendo, primeiramente, um substantivo feminino de rubrica angiosperma, mesmo 
que “ fumo-bravo-do-amazonas (Polygonum hispidum) e; em segundo lugar, como 

8 m. q significa “mesmo que”. 

9 Mesmo que.



617Alfa, São Paulo, 56 (2): 611-621, 2012

sendo um regionalismo: Minas Gerais, o mesmo que quitoco (Pluchea quitoc). 
Mas na definição de um dos informantes, tabacurana é uma fruta apreciada pelos 
peixes dos igapós.

O dicionário Tupi-português/português-tupi (MELLO, 2003) apresenta 
outra significação para o  sufixo –rana: a de “falso”, ou seja, para que haja 
o emprego do sufixo –rana, deve haver um referente original, por exemplo, 
existe primeira a “cana” da qual é feito o açúcar e a cachaça, depois surge 
novo vocábulo como “canarana”, que pode ser traduzido como “igual a cana”, 
“semelhante à cana” ou “falsa cana”, que é um tipo de capim com picos muito 
comum na beira dos rios e lagos amazônicos, servindo como pastagem para 
o gado bovino. 

As alternantes “feijãorana” e “fejuarana” são respectivamente de dois 
referentes: o primeiro é explicado pelo informante do baixo Amazonas/PA como 
sendo um feijão do mato parecido com o feijão verdadeiro, e o segundo é falado 
pelo informante do médio Solimões como “um mato que cresce nos campo, é 
um cipó bravo”. 

O vocábulo “siringarana” (variação de seringarana dada pelos informantes do 
Médio Solimões) é uma fruta do mato, que possui leite e que serve de alimento, 
principalmente, para jatuarana. 

Assim, acontece com as demais formações como: “melanciarana” sem registro 
em obras lexicográficas e que foi caracterizada da seguinte forma pela informante 
da comunidade Saubinha, no médio Solimões: 

-Tem a siringa, né! Que o pexe come. -A siringa barriguda ô a siringaí? 
-Siringaí e a siringa barriguda. Tem aa...essa, cumu é essa fruta 
aqui? -Pupunharana. -Pupunhara, o marajá, tem o jóuari. (..) e tem a 
melanciarana, né! Que é uma que cai, o pexe...o pexe gosta de cumê. 
-Cumu é essa melanciarana? -Ela é merque uma melancia, só que ela é 
bem jitinha assim, só que ela vévi no igapó. [...]. (QSL152)

Mesmo que os dicionários etimológicos não consigam definir o étimo do 
vocábulo “melancia”, a informante de 52 anos acima, representante da comunidade 
Saubinha, possui assim como os demais habitantes dessa comunidade, parâmetros 
de formação de palavras em português internalizados, por essa razão, foi possível 
a criação de uma palavra nova “melanciarana” cujo referente é uma fruta do 
igapó parecida com a melancia, mas menor que ela, sendo muito apreciada pelos 
peixes da região. 

Na formação “orana” (ver Tabela 1), que não possui, também, registro em 
nenhum dicionário da língua portuguesa, o sufixo –rana funciona como verdadeira 
base, pois não há como saber se o “o” tem carga semântica, por essa razão 
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consideramos o “o” como um caso de inserção (prótese) no sufixo –rana, que 
não tem seu conteúdo esvaziado na formação da nova palavra. A lexia “orana” 
se refere a uma variedade de peixe parecida com a catrapola, que é o mesmo 
charuto ou cubil nos diferentes pontos em que o QSL (questionário semântico-
lexical) foi aplicado. Logo, podemos dizer, de acordo com a variante diatópica, que 
“orana” é “igual uma catrapola, “igual ao charuto”, “igual ao cubil” ou é uma “falsa 
catrapola”, “um falso cubil” e “um falso charuto” se empregarmos o verdadeiro 
significado desse sufixo. 

Outra especialidade do sufixo –rana é a relação híbrida que estabelece com 
a base selecionada. Por isso, temos formações como “abacaterana”, do Náuatle 
aua’katl mais –rana do tupi; “cabaçurana”, do pré-romano cabaça mais –rana 
do tupi; “canarana”, do grego kánna mais –rana do tupi; “feijãorana”, do latim 
faseolus mais –rana do tupi; “limãorana”, do persa limon ou laimon mais –rana do 
tupi. Essa tendência de formações híbridas é encontrada nas palavras que estão 
dicionarizadas como é o caso de “limãoranazinho” (diminutivo de limãorana), que 
obedece à hierarquia de formação de palavras no português do Brasil com base 
+ sufixo –rana + sufixo diminutivo (z)inho. 

Quanto ao domínio semântico das lexias formadas com o sufixo –rana 
encontradas no corpus mínimo da tese, temos a seguinte distribuição: 

Tabela 2 – Subclasses que o sufixo -rana seleciona

Fruta Peixe Réptil Árvore Toponímia

Abacaxirana Jatuarana Jacarerana Oerana Tupinambarana

Abacaterana Orana ------------- --------- ------------------

Abiorana ----------- ------------- --------- ------------------

Cabaçurana ----------- ------------- --------- ------------------

Cajurana ----------- ------------- --------- ------------------

Canarana ----------- ------------- --------- ------------------

Feijãorana ----------- ------------- --------- ------------------

Limãorana ----------- ------------- --------- ------------------

Marirana ----------- ------------- --------- ------------------

Melanciarana ----------- ------------- --------- ------------------

Piquiarana ----------- ------------- --------- ------------------

Saboarana ----------- ------------- --------- ------------------
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Fruta Peixe Réptil Árvore Toponímia

Seringarana ----------- ------------- --------- ------------------

Tabacurana ----------- ------------- --------- ------------------

Uixirana ----------- ------------- --------- ------------------

Urucurana ----------- ------------- --------- ------------------

Total 16 2 1 1 1

Fonte: Questionário semântico-lexical da Tese (em andamento) da autoria de Azevedo.

A maioria dessas formações foi detectada no questionário semântico-
lexical de no. 152 (QSL152), que solicitava aos informantes a descrição das 
frutas que os peixes comem na região. Essa característica do sufixo –rana em 
selecionar bases substantivas pertencentes ao domínio semântico de frutas 
foi também constatada nos dicionários Ferreira (2009) e Houaiss (2009) como: 
abacaterana, abiorana, abiurana, acajurana, acapurana, ajurarana, algodãorana, 
amendoeirana, aperana, araçarana, aricurana, arirana, arumarana, aurana, 
autuparana, axuarana, batatarana, biorana, biribarana, brancarana, buritirana, 
caferana, cajarana, cajurana, cambucarana, campinarana, canarana, canharana, 
canjarana, canjerana, capoeirana, cariperana, cedrorana, coirana, cuirana, 
cujumarirana, cupuaçurana, curcurana, diambarana, imburana, ingarana, 
jacarerana, jagoirana, jamburana, jarana, jatuarana, jauarana, jaturana, 
jenipaparana, jitirana, landirana, laranajarana, limãorana, liomãorana-da-
várzea, limãoranazinho, maçarana, mandubirana, marrecarana, matarana, 
marirana, mucurana, muçurana, muquirana, nhamburana, obarana, obaranaçu, 
obarana-rato, oeirana, oirana, ourana, pacarana, pandarana, pupunhara, 
quiaborana, quinara, quirana, saboarana, saboeirana, sapucairana, seringarana, 
Suçuarana, tabacarana, tabarana, tapuirana, tatarana, taturana, taxirana, 
timborana, timburana, trapiarana, tubarana, uacapurana, ucuquirana, ubarana, 
uirana, umarirana, umburana, urarirana, uricurana, urucuubarana, urucurana 
e urutaurana. 

A gama de formações com o sufixo –rana acontece com regularidade na 
seleção de bases substantivas com referentes da flora e da fauna. Com isso, foi 
possível estabelecermos a seguinte regra de formação de palavras: o sufixo –rana 
se fixa unicamente a bases substantivas.

A RFP (regra de formação de palavra) no modelo teórico da morfologia gerativa 
fica representada da seguinte forma:

[X]a>[X]a Y]b (onde “X” é a base primitiva; o “a” é classe gramatical da base; o “Y” 
é o afixo que seleciona a base e; o “b” é o produto da junção do afixo com a base 
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formando uma nova palavra com mudança de classe gramatical ou formando 
uma nova palavra sem mudar a classe gramatical).

[X]S>[[X]S –rana]S

Exemplo 1: [abacaxi]S >[[abacaxi]S –rana]S =[abacaxirana]substantivo

Exemplo 2: [melancia]S>[[melancia]S –rana]S =[melanciarana]substantivo

Exemplo 3: [uixi]S>[[uixi]S –rana]S =[uixirana]substantivo

No exemplo 1 a base substantiva abacaxi mais o sufixo –rana formam novo 
substantivo abacaxirana;

No exemplo 2 a base substantiva melancia mais o sufixo –rana formam novo 
substantivo melanciarana;

No exemplo 3 a base substantiva uixi mais o sufixo –rana formam novo 
substantivo uixirana.

Portanto, o sufixo –rana ao formar novos substantivos, se enquadra entre 
os sufixos que formam novas palavras sem mudar a classe gramatical. Essas 
peculiaridades permitem que sejam criadas novas palavras como aquelas que 
não foram encontradas nos grandes dicionários Houaiss (2009) e Ferreira (2009). 
Vocábulos como [cupu]S >[cupu]S –rana]S = [cupurana], [urubu]S >[urubu]S –rana]
S = [uruburana] são palavras em potencial, que se enquadram dentro da regra de 
formação de palavra com o sufixo –rana. 

Considerações finais

As formações de palavras com o sufixo –rana acontecem com bases 
substantivas tanto no português falado amazônico quanto no português escrito, 
e, principalmente, com palavras que pertencem ao domínio semântico, sobretudo, 
de frutas e árvores. Como os dados foram coletados por meio do QSL, que não 
teve o propósito de registrar todas as ocorrências desse sufixo, e também devido 
à imensidão da região amazônica, cujo léxico é em grande parte de origem 
indígena, há certamente uma gama maior de palavras a que esse sufixo se junta. 
Porém, o corpus, apesar de ser limitado, mostra a tendência do sufixo –rana de 
somente se fixar a bases substantivas, pois tal tendência pode ser verificada até 
entre as palavras que já estão registradas. A maior parte das lexias com sufixo 
-rana encontradas nos dicionários são de referentes da região amazônica. Por 
isso, o ambiente que envolve o homem amazônico favorece o surgimento de 
léxicos que se referem a elementos da flora e da fauna regional. Entretanto, 
não podemos dizer, por mais que não se tenha encontrado todas as palavras no 
português falado amazônico nos dicionários, que o sufixo –rana continua sendo 
requisitado na formação de novas palavras, pois tais vocábulos que careceram de 
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registro, já existiam há décadas, porque são bastante utilizados pelos pescadores 
e moradores de igapós, rios e lagos amazônicos. 

AZEVEDO, O.; MARGOTTI, F. The suffix -rana in the Portuguese spoken by the Amazon “caboclo.” 
Alfa, São Paulo, v.56, n.2, p.611-621, 2012.
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A STUDY ON SPEECH RATE AS A PROSODIC 
FEATURE IN SPONTANEOUS NARRATIVE

Miguel OLIVEIRA JÚNIOR.*

•	 ABSTRACT: Speech rate is examined in this paper as a prosodic feature employed in the 
signaling of spontaneous narrative structure. Assuming that narratives have a structural system 
in itself, and that interactants mark their moves and their more global activities in order to make 
them unambiguous (JEFFERSON, 1978; SACKS, 1972), the present paper examines speech rate 
phenomena, from an acoustic-experimental approach, in 17 spontaneous narratives, using 
one of the most influential models for narrative analysis - the Labovian Evaluative Model 
(LABOV, 1972) - as framework for the analysis. The prosodic variable under investigation is 
analyzed on two different levels: at specific points in the narratives corresponding to section 
boundaries (local level), and within different sections in the narratives as a whole (global level). 
The results indicate that speech rate operates exclusively on the global level, by generating a 
cyclical pattern of varying rates corresponding to the individual, linear sections that make up 
narrative texts. Speech rate does not characterize narrative sections and is not manipulated 
on the local level in order to mark narrative boundaries. 

•	 KEYWORDS: Spontaneous narrative. Prosody. Discourse structure. Speech rate. 

Introduction

The degree of syntactic, semantic, and/or pragmatic cohesiveness between 
words in an utterance determines whether they belong together to a larger 
linguistic constituent or not. To the same extent, utterances bear different sorts of 
relations with other utterances in an even larger linguistic constituent that, when 
grouped together, form what is generally referred to as a “discourse”.1 In this view, 
discourse is considered to be a structure composed by hierarchically arranged 
entities that preserve a similar orientation. In written language, these entities are 
sometimes called “paragraphs.” They are often signaled by typographic means, 
such as an indent line at the beginning and an incomplete line at the end (which 

* UFAL – Universidade Federal de Alagoas. Faculdade de Letras – Maceió – AL – Brasil. 57309-005 – miguel@fale.
ufal.br

1 Leech and Short (1981, p.209) “[…]distinguish “discourse” from “text” in terms of the functions each of these 
concepts convey: the later is regarded as a “message in its auditory or visual medium,” while the former is 
viewed as an “interpersonal activity.” These definitions resemble the common – and misleading – discrimination 
of linguistic communication between “monologue” and “dialogue.” In this paper, the words “discourse” and 
“text” will be used interchangeably.”
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may be absent in cases where the end of the paragraph coincide with the end of 
the line). Spoken discourse also presents such macro-structures, which are referred 
to as “discourse segments” (PASSONNEAU; LITMAN, 1993), “topics”, “information 
units” (SWERTS; GELUYKENS, 1994), and even “paragraphs” (LEHISTE, 1975). 
These units are marked in speech by the use of different linguistic phenomena, 
such as anaphora (GROSZ; SIDNER, 1986), cue phrases (PASSONNEAU; LITMAN, 
1993), discourse markers (SCHIFFRIN, 1987), reference (GROSZ; SIDNER, 1986) 
and tense (HWANG; SCHUBERT, 1992). 

One of the most important structuring or demarcative devices in spoken 
discourse is prosody. Variation in pitch range (BROWN; CURRIE; KENWORTHY, 
1980; HIRSCHBERG; GROSZ, 1992; SILVERMAN, 1987; SWERTS 1997; among 
others), pausal duration (SWERTS; GELUYKENS, 1994; GROSZ; HIRCHBERG, 1993; 
COLLIER, PIYPER; SANDERMAN, 1993; among others), speech rate (LEHISTE, 
1982; KOOPMANS-VAN BEINUM; VAN DONZEL, 1996; FON, 1999; SELTING, 
1992), and amplitude (BROWN; CURRIE; KENWORTHY, 1980; HIRSCHBERG; 
GROSZ, 1992; GROSZ; HIRCHBERG, 1993) have all been studied, with some 
success, as potential correlates of discourse structure in speech.

Independent of any prosodic evidence, some discourse types (or genres) are 
considered to have an internal structure that can be observed solely by taking into 
account the content of their constituents. Narratives, for example, are thought to 
be composed of semantically independent segments (sections or units) that can 
be easily recognized. 

For that reason, narratives are thought to have an underlying grammar 
that can be used to describe and generate narrative discourse. (GLENN, 
1978). Several approaches to describing this underlying grammar (or model) of 
narrative discourse have been proposed. Literary theorists, for instance, have 
used structuralist or generative models of language to create models of how 
stories are constructed and what plots are like. (BARTHES, 1975; GENETTE, 
1980; PRINCE, 1982). Story grammarians have attempted to predict universal 
processing regularities in narratives in order to explicate implicit nonlinguistic 
knowledge elements necessary for story processing. (BLACK; WLILENSKY 1979; 
MANDLER; JOHNSON 1977; RUMELHART 1980). Conversational analysts have 
considered the mutual activity of storytelling as a structural system in itself, by 
assuming that interactants mark their moves and their more global activities 
in order to make them unambiguous. (JEFFERSON, 1978; RYAVE, 1978; SACKS, 
1972).

One of the most influential narrative models in linguistics research is that 
of Labov and Waletzky (1967) and Labov (1972): the Evaluative Model. In this 
model, oral narratives are shown to be bounded discourse units that can be 
segmented according to their informational function. Labov (1972), in expanding 
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on his previous work with Waletzky, proposes six elements in the structure of a 
well-formed narrative: (1) abstract; (2) orientation; (3) complicating action; (4) 
evaluation; (5) resolution; (6) coda. These sections are listed in their usual order 
of occurrence (except for the “evaluation,” which may be found in various forms 
throughout the narrative). 

The Abstract initiates the narrative by summarizing the point of the story a 
teller intends to follow, or by providing a statement of a general proposal, which 
the story itself will exemplify. The Orientation usually gives detailed information 
about the time, characters, situation and place where the event(s) occurred — the 
background, which, the narrator believes, the audience requires to understand 
the story. The Complication consists of a series of narrative clauses that 
answers the question: “then, what happened?” It is the backbone of the story 
and builds up to its climax. The Result contains the resolution to a conflict in 
the narrative. It usually contains free clauses, which began the complicating 
action. The Coda signals the “sealing off” of a story, by returning the listeners 
to the present moment. The Evaluation consists of all the possible means 
employed by a teller to situate and support the point, tellability or reportability 
of his/her story. It may take a multitude of forms and surface at almost any point 
in the telling, although it is often clustered around the climactic point of the 
action, just before the resolution.

The purpose of this paper is to investigate whether a specific acoustical-
temporal prosodic feature, speech rate, is employed as a cue for narrative 
segmentation. Following a tradition in this type of study (ARCHAKIS; 
PAPAZACHARIOU, 2008; ATTARDO; PICKERING, 2011; FERRÉ, 2009; PICKERING 
et. al., 2009), the Labovian Evaluative Model (LABOV, 1972) will be used as 
framework for the analysis.

Speech rate as a segmentation cue in narrative texts

Variation in speech rate is sometimes regarded as a supplementary prosodic 
cue employed in the segmentation of discourse. Koopmans-van Beinum and 
Van Donzel (1996), for example, demonstrated that speakers often slow down at 
the start of a new paragraph and speed up at the end of paragraphs, in personal 
comments and additions. After conducting measurements of the average syllable 
duration (ASD) of speech samples derived from spontaneous and read-aloud 
narratives by eight speakers of Standard Dutch, the authors found a relatively 
large number of cases in which peak ASD-values co-occurred with discourse 
markers, such as ‘and then’. Since in most of the cases these markers indicated 
the beginning of a new topic, they concluded that there exists a relationship 
between discourse structure and speech variability.
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Through the analysis of a narrative told in the course of a conversation 
in German, Selting (1992) verified that the distribution of accents within the 
complication action of the narrative was roughly placed in equal distances, 
resulting in intonation units shorter than usual. The consequence of this was a 
sort of “speeding up” characterizing the foreground information of the story. This 
would, once again, suggest that changes in speech rate can be manipulated in 
order to contextualize what is said. (UHMANN, 1992).

This “manipulation” of speech rate is also exemplified by Fon (1999). In her 
study, speech rate is shown to fluctuate within narratives and most speakers 
make use of a strategy so that a one-to-one relationship between the structure 
of different narrative types and rate cycle could be observed. According to Fon 
(1999), this would reflect a predisposition of speakers to plan their own speech 
in order to accommodate complete discourse units. She also suggests that if this 
high correlation between speech rate and story parts is regularly employed by 
speakers as a cue for narrative segmentation, it would be very likely that listeners 
use this cue as a way of processing the incoming signal.

Grosz and Hirchberg (1992) and Hirschberg and Grosz (1992) demonstrated 
that, at the local level of discourse, parenthetical phrases are characterized by 
a higher speech rate (6.05 syllables per second, as opposed to 5.04 syllables per 
second in their data). They also found that rate, along with other acoustic-prosodic 
features, is responsible for the categorization of attributive tags and phrases 
beginning direct quotations. However, according to their analysis, rate was not 
found to have a major influence on the global level of discourse segmentation.

It should be pointed out that the study of speech rate is closely related to 
that of pause in speech in many ways. There are reasons to believe that both 
pausological research and studies on speech rate are branches of just one major 
area of research: pausology (O’CONNELL; KOWAL, 1983). Some authors argue 
that the major determiner of speech rate is not speech per se but rather pause 
time. Goldman-Eisler (1956), for example, demonstrated that speech rate is more 
closely related to variation in length and frequency of unfilled pauses. According 
to her findings, the variability of speech rate is a function of the high degree of 
variability in the time which speakers spend hesitating between sequences of 
actual speech (see also GOLDMAN-EISLER, 1968). Sabin (1976) notes from his 
data that the variation in speech rate is attributed to length of pauses in 74% of 
the cases and frequency of pauses in 69% of the cases. The same findings appear 
in Sabin et al. (1979) and Grosjean (1980), indicating a strong relationship between 
these two temporal phenomena.

As previous studies demonstrated (OLIVEIRA JÚNIOR, 2002a), pausal 
phenomena can be manipulated in narratives in order to make the structure of 
this type of discourse transparent to the audience. Since speech rate is often 
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considered to be intrinsically related to pausal phenomena, it is expected that 
storytellers make use of variation in speech rate to structure their narratives the 
same way they do with pause.

Speech rate in this paper will be analyzed on both the global and the local 
levels. On one hand, it is hypothesized that narrative sections are characterized 
by the use of different rates and that this variation forms a temporal cycle similar 
to the one found for pausing. On the other hand, it is expected, on the basis of 
the high correlation between speech rate and pausal phenomena reported in the 
literature (OLIVEIRA JÚNIOR, 2002b), that the difference in speech rate between 
two adjacent intonation units will be higher when it coincides with a narrative 
boundary. This difference in rate would be used to indicate that a new section is 
about to begin, serving thus as a cue for narrative segmentation as well.

Material and methods

A total of eight people (six women and two men) participated as informants 
in this study. Most were graduate students at the time of the data collection, 
ranging from 25 to 37 years of age. No one knew the details of the study or the 
researcher’s specific area of study. 

The subjects were asked to talk freely on any topic from a list of 28 possible 
topics and the researcher only acted as an interviewer, stimulating the talk 
and providing some feedback responses; each participant was presented with 
a different version of the list, which contained exactly the same topics, but 
enumerated in a random order, as to avoid the recursion of a specific subject. 
They were instructed to pick any topic in any order they wished.2

Recordings were made in a sound-treated room using a professional cassette 
recorder (Marantz PMD201) and a unidirectional dynamic microphone (Genexxa 
Intertan 33-984 DCA), positioned about 15-30 cm from the participants’ mouth. 
The total duration of each interview ranged from 45 minutes to 62 minutes. In 
general, the participants behaved uneasily in the first few minutes of the recording 
session, a common reaction in situations like this. (WOLFSON, 1976). However, 
they all appeared to be relaxed after a period of approximately ten minutes and 
spoke with a high degree of spontaneity. The fact that most of the participants 
were acquainted with the researcher contributed greatly to the high degree of 
spontaneity in most of the recordings. All the narratives that were selected for this 
study were extracted after a minimum period of ten minutes from the beginning 
of the recording. They appeared naturally in the discourse, most of the time as 
an illustration of a given argument or topic. The participants were not asked 

2 This procedure yields what Wolfson (1979) calls “spontaneous interviews”.
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to tell stories, nor was it suggested in any way that narratives were to be told. 
Nevertheless, most speakers naturally told at least one narrative.

The definition of what characterizes “spontaneous speech” and the elicitation 
methods that are employed to collect this speech style are surrounded by 
controversies. Speech is usually labeled as being either spontaneous or read. 
This polar classification is misleading, because it does not take into account the 
continuum that lies in between. (FUJISAKI, 1997; LAAN, 1997). Because most 
scholars prefer to deal with a polar (rather than a gradual) classification of speech, 
determining what in fact is “spontaneous speech” has been a very difficult task.

In general, speech is designated as spontaneous in terms of a series of 
linguistic aspects that are often present in unprepared utterances (or utterances 
prepared to a minimum degree), such as the occurrence of disfluencies and repairs, 
the frequent use of abbreviations, a more relaxed syntax, and the incidence of 
“fillers,” like ‘ers’ and ‘ahs’. Studies have demonstrated that listeners are able to 
make a clear judgment about speech using a binary classification (spontaneous 
versus read). (LAAN 1997; LEVIN; SCHAFFER; SNOW, 1982). This would suggest 
the validity of such a classification.

This is not a new debate. It goes back to Labov’s (1971) sociolinguistic 
discussion of the observer’s paradox. According to Labov (1971), there are a couple 
of elicitation techniques that can be used to overcome the observer’s paradox in 
fieldwork. One of the most successful and, for that reason, widely used in (socio) 
linguistic investigation, is the prompting of narratives with open-ended questions. 
It is generally assumed that narratives are excellent examples of fluent speech, 
because when one is telling a story, s/he usually overlooks the conversational 
setting and transports her/himself to the story world, resulting in a closer attention 
to the content rather than to the form of the talk. The way narratives are elicited, 
however, may have a very significant impact on the resulting product.

When a speaker decides to tell a story during a conversation, without being 
prompted to do so, s/he makes explicit her/his judgment of what s/he believes 
the audience would find worthwhile enough to justify relinquishing their rights 
to the conversational floor. This obviously puts much more responsibility on the 
narrator, as s/he, out of necessity, will have to make an effort to demonstrate that 
the narrative s/he is telling is not only relevant to the talk, but worthy of being 
heard. Narratives that are told as an answer to a request may have a completely 
different characteristic than those occurring naturally in the conversation. 

In contrast to unprompted narratives, the most immediate point of elicited 
stories is to respond to a question. In principle, it would not be expected from 
the narrator anything more than that. It would not be surprising, then, that 
elicited narratives were qualitatively different from spontaneous, non-elicited 
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stories. According to Wolfson (1979), people know which rules of speaking are 
appropriate for interviews as speech events. That would be the reason why some 
narratives, when elicited, assume the form of summaries: they are often short, to 
the point and display very few details, as answers to questions in an interview 
are supposed to be.

The present study considers spontaneous, non-elicited narratives as a 
legitimate sample of “real” spontaneous speech. 

From all interviews, a total of 25 texts were initially identified as narratives. Of 
these, only 17 texts were selected to form the main database of the present study. 
The selection of the narratives was made by taking into account the following 
criteria: 

(1) The basic definition of narrative, as proposed by Labov (1972). Texts that could 
be intuitively classified as narratives, but did not show a sequence of “discrete, 
temporally and non-randomly ordered units,” were discarded from the study. 
Three texts that did not fall into this criterion were not taken into consideration 
for this study.

(2) The absence of listener’s feedback cues. Only uninterrupted stretches of speech 
were selected for the purpose of the present analysis.3 Two narratives from the 
total of 28 contained feedback from the interviewer, being thus discarded from 
the study.

(3) (3) The quality of the recorded material. Some parts of the recordings were 
accompanied by extraneous noises; such material was discarded following the 
selection process. Only one narrative was discarded under this criterion: the 
interviewee accidently hit the microphone.

(4) (4) The length of the narrative text. Narratives had to be “short” (no longer than 
5 minutes), in order to be manageable. Long narratives were not considered for 
the analysis. Two narratives exceeded the maximum length that was established 
for this study, being thus discarded from it.

Altogether, the 17 narratives in the data have a total duration of 18.5 minutes. 
The longest narrative, both in terms of number of words and time, has half the 
time that was established as the limit in the selection criteria. The shortest one 
has only 21.79 seconds. The average duration of the narratives in the corpus was 
65.51 seconds.

It has been stated that if one wants to identify the role of prosody in the 
structuring of information, one must compare it with an independently obtained 
discourse structure, in order to minimize the risk of circularity. (SWERTS, 1997; 

3 Although narratives are the result of a jointly created process (JEFFERSON, 1978), the listener’s feedback 
responses, if considered in the present research, would affect the measure of speech rate values.
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SWERTS; GELUYKENS, 1994). In order to have some sort of information structure 
against which prosody can be confronted, some authors rely on discourse 
segmentations resulting from discourse analysis. (GROSZ; HIRSCHBERG, 1992; 
GROSZ; SIDNER, 1986; PASSONNEAU; LITMAN, 1993). The problem with using 
the discourse analysis approach is that a priori we do not know whether it 
will yield more than an individual’s intuition of discourse structure. If we are 
to depend on a discourse segmentation method, we must assure that we are 
employing one that is reproducible, because the more replicable a discourse 
segmentation model is, the stronger the evidence that discourse structure does 
exist. 

In order to avoid the above-mentioned risk of circularity, a series of procedures 
was taken before the actual analysis of the data. These procedures were divided 
into four different stages, as described below.

The first stage covered the digitization of the acoustic material, and the 
transcription of the data. The narratives were digitized at 22.05 KHz with 16-
bit resolution, using the speech-editing software SoundEdit 16, version 2.0 
(Macromedia Inc.). They were all linearly transcribed afterwards, using standard 
orthography, with no punctuation marks, or special characters. Pauses were 
not indicated in the transcription. Incomplete words were marked with a single 
slash (/). 

The second stage dealt with the division of the narratives into intonation 
units (IUs).4 Five experts in Brazilian Portuguese prosody were responsible for 
this procedure. Each of them had access to both the transcriptions and the digital 
audio files of all the seventeen narratives. 

The ability of labelers to agree with one another was measured using a 
figure called percent agreement. (GALE; CHURCH; YAROWSKY, 1992). Percent 
agreement averaged 92%, a result comparable to other segmentation studies. 
Results derived from Cochran’s Q tests (COCHRAN, 1950) indicate that this 
agreement is significant.

The third stage tested the reliability of discourse segmentation and the 
applicability of the Labovian Model for this study. All the narratives, divided into 
intonation units, were given to seven labelers, speakers of Brazilian Portuguese, 
with no knowledge of discourse analysis. Participants of this experiment received 
an introductory text explaining the objective of the research, outlining the 
Labovian Model, providing a few examples and, finally, asking them to segment 
the narratives. It is important to note that the participants in this experiment did 
not have access to the audio files.

4 An intonation unit (IU) is generally regarded as a unit composed of at least one prominent syllable with a major 
pitch movement. (CRUTTENDEN, 1997; CRYSTAL, 1969).
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As a first step, labelers were instructed to identify the points in each 
narrative where the speaker had completed one communicative task. Once the 
segmentation was done, using the speaker’s communicative intention as the 
criterion, they were asked to label each unit they had found according to the 
Labovian Model. It was assumed here that trained labelers can segment and 
correctly characterize narrative sections on the basis of the informational content 
of such sections only.

Percent agreement among labelers for the segmentation of narratives averaged 
90%. Results derived from Cochran’s Q tests indicate that this agreement is 
significant.

The agreement among labelers with regard to narrative sections was assessed 
with Kendall’s W. The coefficient of concordance (Kendall’s W) between the seven 
labelers was 0.73 (N=125, p<0.0001). This result indicates a high consistency 
among the subjects as a group. It should be emphasized, however, that a high or 
significant value of W does not mean that the agreements observed are correct. 
The fact that naive subjects were able to reach consensus was only taken as 
evidence for the reliability of the Labovian Model. Therefore, the results from this 
test could not be taken into account for the purpose of the main acoustic analysis.

The fourth (and last) stage corresponded to the definitive segmentation of 
the narratives into sections, according to Labov’s Evaluative Model. Having 
found that the model to be used in this analysis is reliable (in the sense that it is 
reproducible), all narratives (transcriptions only) were then given to two experts 
in discourse analysis, who have previously worked with the Labovian Model, for 
segmentation and labeling purposes. The use of expert judgments (independent 
evidence) was employed as to avoid the risk of circularity. The experts were able 
to discuss with each other and, except for a few cases of disagreement (which 
were then solved by the author), they agreed with each other in more than 95% 
of the cases. The very few cases of inconsistencies were discussed between the 
experts until consensus was reached. 

A number of different measurements of speech rate are found in the phonetic 
literature. Traditionally, speech rate has been measured as a function of words per 
unit of time. However, after a long debate on the inherent difficulties associated 
with the methods of this measurement (O’CONNELLL; KOWAL, 1972), more recent 
research involves syllables per unit of time as the standard unit in the study of 
speech rate. (UHMANN, 1992; VAN DONZEL, 1999; BLAAUW, 1995). Abercrombie 
(1967, p.96), for example, defines speech rate as the “rate of syllable succession.” 
This is the unit adopted by Blaauw (1995), Fon (1999), Grosjean and Deschamps 
(1972), Grosjean and Deschamps (1973), Grosz and Hirschberg (1992), Uhmann 
(1992), Goldman-Eisler (1961), Hirschberg and Grosz (1992), Van Donzel (1999), 
Wood (1975), to name a few. Even though, as Uhmann (1992) points out, this unit of 
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measurement has also the disadvantage of not taking into consideration the above-
mentioned processes that are often found in rapid speech, such as assimilation 
and segmental deletion. Such processes may result in syllable omission, what 
would obviously not be covered in this unit of measurement.

The present study will opt for a measure that is mostly used in the temporal 
research of speech for the sake of comparability. It does recognize the pitfalls 
related to this choice, but assumes that they are not so serious as to invalidate the 
analysis. Speech rate will be interpreted here using the measurement of syllables 
per second.5 The counting of syllables was made excluding possible contractions, 
as to avoid subjectivity due to perceptual factors.6 

The measurement of speech rate was made by examining the waveform, on 
the speech-editing program Praat (BOERSMA, 2001). Pauses and nonlinguistic 
utterances were treated as individual units (syllables) and were included in 
the calculation of rate,7 since, as Fon (1999, p.663) puts it, “[…] they might be 
indicators of conceptual planning and their existence might also contribute to 
rate perception.”8 

Speech rate cycle

The first step in investigating whether speech rate is used as a cue for 
narrative segmentation is to try to find out whether a variation in rate occurs as a 
function of the alternation of narrative sections. It was verified in Oliveira Júnior 
(2002a) that a cycle of varying fluency (stated as a measure of pause to speech 
ratio) occurs in spontaneous narratives, and that this cycle not only reflects 
the cognitive process of planning and execution, as proposed by Henderson, 
Goldman-Eisler, Skarbek (1966), Goldman-Eisler (1967), and Butterworth e 
Goldman-Eisler (1979), but also emerges as a function of the way narratives 
are structured.9 Since pause occurrence and duration often have a decisive 
influence on speech rate, it is expected that a “speech rate cycle” also emerge 
in spontaneous narratives.

5 For a detailed discussion on various units of speech rate measurement and on the difference between speech 
rate and articulation rate, see Oliveira (2000).

6 For a discussion on how subjectivity due to perception of contractions may interfere on measurements of 
speech rate, see Uhmann (1992, p.312).

7 Note that the pauses that occur at the end of the intonation units were considered to be part of them. 

8 An alternate calculation that did not include pauses and nonlinguistic utterances was also undertaken. The 
results obtained from both measurements revealed that the difference was not significant. The measurement 
including pauses and nonlinguistic utterances was adopted for methodological reasons. (FON, 1999).

9 Fitting the Labovian model of narrative analysis.
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In a study on speech rate as a reflection of variance and invariance in 
conceptual planning in storytelling, Fon (1999, p.666) analyzed the elicited 
narratives of ten speakers of Mandarin and found that they were generally 
sensitive to different story structures and that, as a rule, they accommodated their 
speech rate as to reflect these structures. She concluded that “[…] invariance 
of speed lies in the fluctuating patterns and its correlation with story parts.” 
The narratives analyzed by Fon (1999) were, like many other correlated studies, 
elicited from cartoons. A total of two sets of four-frame cartoon strips were 
presented to the subjects: one displaying an AAAB structure and the other 
displaying an ABCD structure.10 In terms of story segmentation, it was verified 
a clear one-to-one correlation between frames and story parts in the narration 
of the AAAB-type cartoon; the ABCD-type cartoon, on the other hand, did not 
display such a correspondence. As for the correlation of story part and rate cycle, 
it was observed that a story part can be either subsumed with a rate cycle, or 
it can span across two or more cycles.

The type of narrative analyzed by Fon (1999) is obviously different from 
the type of narrative utilized in the present investigation, so the fact that a 
cycle of varying rate reflecting the narrative structure was found in her study 
does not necessarily imply that the same will be verified here. In Fon’s study, 
subjects were constrained by fixed sets of cartoon frames: the boundaries of 
story parts were visually indicated in the eliciting material. Thus, despite the 
fact that in one of the cartoon types a clear correlation between frames and 
story part was not verified, the narratives in her data might as well reflect the 
structure that was visually imposed by the comic strips. Consequently, it may 
be argued that the occurrence of a speech rate cycle in this particular case, 
rather than indicating the awareness of narrative structure by the tellers, 
actually reflects the graphical characterization of story parts in the cartoons. If 
this cycle of varying rate is reproduced in the present data, which is composed 
by non-elicited, spontaneous narratives, corroboration for Fon’s findings will 
be provided more convincingly.

A typical rate cycle in the narratives of this investigation is given in Figure 
1 below: 

10 The AAAB-type cartoon had five story parts (P): couple getting married (P1), first sign holder (P2), second 
sign holder (P3), third sign holder (P4), pastor’s word (P5). Both P1 and P2 pertain to the first frame. All the 
other descriptions have a one-to-one correlation with the frames: P3 with Frame 2, P4 with Frame 3, and P5 
with Frame 4. The ABCD-type cartoon had four story parts: the clinic (P1), no business (P2), change sign (P3), 
husband pulling wives/good business (P4). P1 and P2 refer to the first frame. P3 refers to both the second 
and the third whereas P4 refers to the last frame. Unlike the AAAB-type cartoon, there is no clear one-to-one 
correlation between frames and story parts in the ABCD-type cartoon.
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Figure 1 – Speech rate plotted over time for narrative 14

Font: Prepared by the author.

The fluctuation of speech rate in this narrative, by a function of its integrant 
sections, is quite evident. There seems to exist a tendency in storytelling to 
segment sections by means of manipulating speech rate. In some cases, a clear 
pattern of slow-fast speech occurs, as in Narrative 15 (Figure 2 below):

Figure 2 – Speech rate plotted over time for narrative 15

Font: Prepared by the author.

Cases exhibiting such a precise polarity distinguishing narrative sections are 
very rare, though. Generally, a pattern displaying at least one section that does 
not differ from the preceding one by means of a diametric relation is much more 
common. The evaluation section that comes after the second complication section 
in narrative 14 (Figure 1), for example, is not characterized by a rate of diametric 
value, but rather by a value that has a symmetrical relation with it. Therefore, 
instead of a fast-slow-fast-slow cycle representative of narrative 15 (Figure 2), that 
specific point in narrative 14 is characterized by a fast-slow-slower-fast cycle. Still, 
a difference in rate is easily verified, but this difference is not an asymmetric one. 
It should be pointed out that this does not seem to be a haphazard phenomenon: 
sections that follow the upward or downward movement of the previous section 
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in terms of speech rate value are characterized by their evaluative content. Since 
evaluative sections (or any other section that presents a high amount of evaluative 
features, for that matter) present in most part a high degree of embedment in 
other sections, it seems reasonable to expect that they follow the upward or 
downward direction of the section in which they are embedded. Narrative 17 
(Figure 3) reiterates this point:

Figure 3 – Speech rate plotted over time for narrative 17

Font: Prepared by the author.

The two sections that do not present an asymmetric relation with the previous 
ones are both evaluations. This example reflects quite accurately what can be 
found in most narratives in the present data.

Therefore, from a global perspective, narrative structure seems to be 
manifested by means of variation in speech rate, as demonstrated above. Speakers 
apparently indicate a change in narrative section by shifting the rate of their 
speech. This maneuver results in a cycle similar to the one proposed by Henderson, 
Goldman-Eisler and Skarbek (1966), Goldman-Eisler (1967), and Butterworth and 
Goldman-Eisler (1979) for the variation in pause to speech ratio. If the “cognitive 
cycle” predicts that speech is more hesitant as a result of the cognitive process 
of planning and more fluent as a consequence of the execution of the plan made 
in the hesitant phase, then it should be reasonable to expect that the variation in 
speech rate reflect the fact that speech is slower when concepts are being formed 
and faster when the concepts are being verbalized. 

The “speech rate cycle” found in the present investigation corroborates 
Fon’s (1999) hypothesis that speech rate reflects how conceptual planning is laid 
out during speech. If statistically significant differences in speech rate among 
the various sections in the narratives are found, this hypothesis will be further 
substantiated. However, before the investigation of whether speech rate can be 
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used as a tool for indicating conceptual coherence is accomplished, differences in 
speech rate values at the local level will be studied. The question here is whether 
intonation unit boundaries that correspond to narrative boundaries present a 
higher difference in rate than intonation unit boundaries that do not function as 
narrative boundaries. If a higher amount of rate difference is found in the local 
level, the hypothesis that speech rate is used as a cue for narratives segmentation 
will be then ratified.

Speech rate reset

Previous works demonstrated that the occurrence of pauses and their 
duration can predict quite accurately the presence of a narrative boundary 
on the local level: pauses tend to be longer than average when they occur at 
an IU boundary that separates two narrative sections. (OLIVEIRA JÚNIOR, 
2002b). It would be interesting to investigate whether speech rate has also a 
decisive role in the characterization of narrative boundaries. In order to find 
out if this is the case, a new unit of measurement will be introduced here: the 
rate difference, or “rate reset,” which can be defined as the distance in terms 
of syllables per second between the speech rate values before and after an 
intonation unit boundary. The assumption to be tested then is whether breaks 
between narrative sections can be signaled by means of rate discontinuity. 
Based on the high correlation between speech rate and pausal phenomena, it 
is expected that speech rate reset will be higher at narrative boundaries than 
elsewhere in a narrative text.

Rate reset was computed as the difference between the speech rates of two 
adjacent IUs. Only the absolute values are taken into consideration for the purpose 
of the statistical analysis. Results from a t-test showed that rate reset values do 
not differ significantly for the narrative and the non-narrative boundaries (t=0.255, 
df=620, p=0.7986).

Therefore, although there exists a high correlation between longer pauses 
and higher speech rate reset, the employment of the former as an indication 
of narrative boundary does not necessarily mean the occurrence of the latter. 
Speech rate is only used as a segmentation tool at the global level. This can be 
verified by the employment of a fluctuation pattern of varying rate values that 
form a cycle corresponding, in most cases, to the way narratives are structured 
into semantically individualized sections. Speech rate is not employed at the local 
level as a cue for narrative segmentation.

The following section will explore the possibility of relating speech rate to 
individual narrative sections. 
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Speech rate as a representation of narrative section

In an investigation of forms and functions of speech rate in conversation, 
Uhmann (1992) suggests that participants make systematic use of changes in 
speech rate in order to contextualize their utterances in a certain way. According 
to her study, speech rate aids in the semantic task of information structure by 
distinguishing highly relevant parts in a talk from less central or less relevant parts. 
She found, for example, that fast speech (in terms of syllables per second) serves 
to contextualize parenthesis, side-sequences, repair sequences, afterthoughts 
as turn-exit devices, and parts of minor relevance for the development of the 
speaker’s argument; slow speech, on the other hand, characterizes parts of major 
relevance in speech. 

Obviously the criteria that are used to establish what is relevant and what 
is not can vary greatly, mainly because this distinction, rather than being a 
dichotomic one, actually reflects a scalar notion that is directly associated to a 
certain context. In her study for conversation, Uhmann (1992, p.326) proposes 
that the notion of relevance is closely related to topicality: 

a turn is more relevant if it contains a contribution to the ongoing 
topic that is not already known to the recipient due to one or more 
of the following reasons: (a) it was already mentioned in the prior 
discourse, (b) it summarizes prior arguments, and (c) it gives some sort 
of information which already belongs to the recipient’s knowledge 
for other reasons. 

It seems, then, that Uhmann’s working assumption for relevance is connected 
with the well-known distinction of given-new information.

In narratives, the concept of relevance could be straightforwardly associated 
with the role that each individual section plays in the story. The Labovian 
complicating action, which brings a description of the most important events 
in the narrative, could then be regarded as relevant information and, according 
to the hypothesis discussed above, would present a relatively slower rate 
than sections such as orientation, abstract and codas, which are for the most 
part characterized by propositions that elaborate the events described in the 
complicating action. Codas, abstracts and orientations would present a faster 
rate, according to what is hypothesized above. Resolutions, on the other hand, 
are composed of narrative clauses, and thus would present a rate similar to the 
complicating action. The status of evaluative sections, however, is somewhat 
dubious. If one considers evaluations as propositions that are outside the 
narrative sequence, serving as background information that is not necessarily 
pertinent to the comprehension of the story as a whole, then such sections could 
be regarded as not relevant, according to the notion of relevance discussed 
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above, and would, for that reason, be grouped with the abstract, orientation and 
coda. Conversely, if evaluations are viewed as the “raison d’être” of a narrative – 
as Labov (1972) defines them, they could be then grouped with the complicating 
action and the resolution, forming a group of the most important (or relevant) 
information in a narrative. Since the present analysis takes the Labovian model 
as the conceptual working frame, evaluations will be grouped with complicating 
actions and resolutions. The assumption then is that evaluative sections will 
present a slower speech rate.

Table 1 below provides the speech rate mean values for each narrative section 
in the data. 

Table 1 – Mean speech rate values and standard deviations for 
each of the six narrative sections (in syllables per second)

Abstract Orientation Complication Evaluation Resolution Coda

Mean 6.2 5.6 5.5 5.5 5.5 6.1

Sd. 2.2 1.1 1.2 1.8 1.8 1.6

Font: Prepared by the author.

Although the differences among sections are not statistically significant 
(F(5,91)=0.524, p=0.7573), a trend emerges. Complications, evaluations, and 
resolutions form a group of similar lower values; abstracts and codas form another 
group of relatively higher values. Orientations, as opposed to what was expected, 
are in general characterized by a slower rate. They are grouped with the sections 
that, according to the concept of relevance discussed above, are more relevant 
in a narrative text.

 A closer look at the narratives that display lower speech rate values in the 
orientation section reveals that in most cases the information that is conveyed in 
such sections are fragmented and present all manner of hesitation phenomena, 
such as long pauses, repairs, false starts, etc. These facts seem to contribute to 
the slower rate of speech in the orientations. In Example 1 below, for instance, the 
orientation section of the narrative is uttered in a much slower rate in comparison 
to the other sections. This section is, however, characterized by fragmented 
information, a false start and by the incidence of longer pauses at the end of 
almost all IUs:
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Example 1 – Excerpt of Narrative 08. The narrative is 
segmented in terms of IUs (numbered on the right) and sections 

(separate rows correspond to separate sections). Numbers 
in parenthesis correspond to pause duration (in ms.)

Narrative 08 Narrative 08

Orientation Orientation

02 - tava passando no parque ali (0.85)
02 - he was passing by the park over 

there (0.85)

03 - foi dois mo/ dois moleques lá 03 - two bo/ two boys there

04 - roubaram tudo dele (0.85)
04 - they stole everything from him 

(0.85)

05 - tava voltando do inglês (0.62)
05 - he was coming back from English 

class (0.62)

06 - chegou em casa chorando (0.28) 06 - he arrived at home crying (0.28)

Orientation Orientation

07 - daí tava eu e meu outro irmão em 
casa (0.99)

07 - so there we were me and my other 
brother at home (0.99)

Font: Prepared by the author.

The higher speech rate values of codas and abstracts, on the other hand, 
might indicate the existence of a possible “narrative frame,” marked by means 
of acceleration in speech rate. In their studies on sequential temporal patterns 
in elicited narratives, Henderson, Goldman-Eisler and Skarbek (1966) noted that 
in both the spontaneous and the read-aloud versions of their narratives, a period 
of “rambling introductions and tailpieces” could be easily verified. According to 
their study, the read-aloud narratives present these “entry and exit phenomena” 
because of the cognitive act of “scanning ahead” associated with reading. They do 
not offer an explanation for the occurrence of such phenomena in the spontaneous 
versions of the narratives as well. Brubaker (1972), on the other hand, found a 
statistically significant effect for speech rate in relation to sentential position only 
at the end of reading passages. According to him, “subjects tended to speed up 
in their performance as they neared the end of the passage, presumably in order 
to terminate the laboratory task more quickly.”11

It is suggested here that sections displaying a higher rate surround 
spontaneous, non-elicited narratives as a way of indicating the limits of this type 

11 See also Uhmann (1992), who found the rate of afterthoughts and summaries as topic-exit device to be faster 
than average in her study.
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of discourse that is monological in nature: it is well documented that narrative 
texts not only require an extended turn in a conversation but also the suspension 
of turn exchanging. (SCHIFFRIN, 1994). 

The acceleration of speech rate that occurs at the beginning of a narrative 
might be a cue for the listener that the turn that is about to begin is a possibly 
long one and that its non-interruption would be desired. In a conversation, the 
speeding up at the beginning of a narrative may also be interpreted as a technique 
of “grabbing the conversational turn”. (SELTING, 1996). 

The high rate at the end of a narrative, on the other hand, is much more 
related to the content conveyed in coda sections. The coda signals the “sealing 
off” of a story by revealing the effects of the events on the narrator. It is used as 
a device to reinstate the conversational mode and is often characterized by the 
communication of information that is not directly relevant to the events reported 
in the story. (LABOV; WALETZKY, 1967, LABOV, 1972). As previously pointed out, 
non-relevant information is regularly uttered in a faster rate, which would justify 
the speeding up in coda sections. 

Furthermore, the fact that evaluations are often uttered at a slow rate 
corroborates the assumption that they carry relevant information in a narrative.12 

Note that the comments made thus far concerning the relation between 
speech rate and narrative sections should be regarded much more as speculation 
than observation on factual phenomena. Recall that no statistically significant 
effect was found to corroborate the existence of such a connection. The 
numbers only suggest that a trend on that direction may be present. A larger 
amount of data would be necessary in order to validate the premises that were 
discussed above. Of course that this is not to say that there does not exist 
a connection between speech rate and information in discourse, but that in 
narratives, such association could not be statistically verified on a more global 
level. The examination of information on a local level may result in a more 
clear understanding of the relationship between speech rate and information 
in discourse. So, for example, if pieces of information that are included in a 
narrative section were taken separately and their rate values were considered 
under a discourse analytic perspective (using, for example, the independent 
model of discourse structure developed by Grosz and Sidner (1986) or the 
‘Information Structure In Discourse – ISID’ model, proposed by Van Donzel 
(1999), the results of the statistical analysis could differ greatly from the ones in 
the present investigation. Although such analysis is not the goal of this study, 

12 See, however, Koopmans-van Beinum and Van Donzel (1996), who found low average syllable duration (ASD) 
values connected with “expansions in the form of personal comments of the speaker on the manner of retelling 
the story (e.g., ‘I don’t remember that exactly’), or comments on the whole situation (e.g., ‘just as people can do 
in such a situation’).” Low ASD values correspond to faster rate.



641Alfa, São Paulo, 56 (2): 623-651, 2012

a few examples will be given in order to illustrate that in many cases a clear 
correspondence between content and speech rate can be established.

The example to follow was extracted from the orientation section of narrative 
05. The teller was trying to remember exactly when the events he is reporting 
took place:

Example 2 – Excerpt of Narrative 05. The narrative is segmented 
in terms of IUs (numbered on the right) and section. Numbers in 

parenthesis correspond to pause duration (in ms.). Numbers in the 
SR column correspond to the rate in syllables per second for each IU

Narrative 05 SR Narrative 05 SR

Orientation Orientation

18 - aí acho que em noventa e/ 3.7 18 - then I think that in ninety/ 3.7

19 - eu tinha catorze anos 10.4 19 - I was fourteen 10.4

20 - isso devia ser éh oitenta e quatro 7.7 20 – that must’ve been uh eighty four 7.7

21 - oitenta e cinco 7.4 21 - eighty five 7.4

22 - por aí (0.28) 3.3 22 - some time around this (0.28) 3.3

Font: Prepared by the author.

Orientation sections are in general characterized by a lower speech 
rate in narratives, as previously discussed. In this narrative, the orientation 
section is uttered in a rate below the average value for the whole story (4.8, 
as opposed to 5 syllables per second), being only faster than the Resolution 
section (which is uttered in a rate of 4.1 syllables per second). However, IU 
19, which is located in the middle of the orientation section, has the highest 
rate value in the narrative. The reason for this is only clear if one takes into 
account that IU 19 is actually a self-repair.13 Self-repairs are commonly uttered 
in a faster rate for contextual reasons: the speaker wants to indicate that the 
space occupied by a self-repair in the conversation is as small as possible and 
will not compromise her or his turn as a whole. (UHMANN, 1992). Observe 
that IUs 20 and 21 also present a rate faster than the average. Since both of 
them serve as rectifications of the information given in IU 18, they can be also 
typified as self-repairs. The rate in 22 drops considerably, marking the end of 
the repair and the return to the narration.

Faster speech rate is also employed when the speaker is making a parenthetic 
remark, or side comment, during the course of the story. Since both parentheses 

13 The self-repair in this case is signaled by means of a false start (see SACKS; SCHEGLOFF; JEFFERSON, 1977 
for a discussion on the various forms of introducing self-repairs in conversation).
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and interpolated information interrupt the narrative, they are often marked as 
dissimilar from the adjacent passages. This is mainly achieved by means of 
variation in prosody. Speech rate seems to be one of the most effective strategies 
employed for this purpose. (UHMANN, 1992). Some examples of variation on 
speech rate as a result of the occurrence of parentheses and side comments are 
given below:

Example 3 – Excerpt of Narratives 09, 16 and 01. The narratives are 
segmented in terms of IUs (numbered on the right) and sections 

(separate rows correspond to separate sections). Numbers in 
parenthesis correspond to pause duration (in ms.). Numbers in the 

SR column correspond to the rate in syllables per second for each IU

Narrative 09 SR Narrative 09 SR

Complication Complication

08 – e áh aí eu acordei 4.2 08 – and uh then I woke up 4.2

09 – tava dormindo 7.5 09 – I was sleeping 7.5

10 – acordei (1.22) 1.7 10 – I woke up (1.22) 1.7

Narrative 16 SR Narrative 16 SR

Evaluation Evaluation

26 – porque... ele queria/ 5.5 26 – because... he wanted/ 5.5

27 – lógico que arrumou outra perua 7.3 27 – obviously he found another bitch 7.3

28 – ir com né? com ela na festa 5.7 28 – to go you know? to the party with her 5.7

Narrative 01 SR Narrative 01 SR

Orientation Orientation

02 – ele tava passando por uma rua um/ 

(0.46)
5 02 – he was passing by a street (0.46) 5

03 – a gente chama de de portão do 

gelo (0.40)
5.5 03 – we call “the gate of the ice” (0.40) 5.5

04 – esse lugar (0.63) 3.5 04 – that place (0.63) 3.5

Evaluation Evaluation

05 – e agora ele tá bem mudado 7.8 05 – and now it’s pretty changed 7.8

06 – começa/ fizeram muita casa 8.6 06 – they began/ they built many houses 8.6

07 – mas ag/ antes (0.64) 2.5 07 – but now/ before (0.64) 2.5

08 – ele era muito cheio de de árvore 5.1 08 – it was full of trees 5.1
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Narrative 01 SR Narrative 01 SR

09 – de de mato 5.2 09 – of grass 5.2

10 – não de árvore 7.7 10 – not trees 7.7

11 – de mato 7.5 11 – grass 7.5

12 – era matagal (0.73) 3.5 12 – it was a place full of grass (0.73) 3.5

Complication Complication

13 – e e pai vinha por ali de noite (0.98) 3.1
13 – and my father was coming along in 

that night (0.98)
3.1

Font: Prepared by the author.

IU 09, in the excerpt of narrative 09 given in Example 3 above, obviates what 
can be inferred from the information given in IU 08. It is a parenthesis because it 
discontinues the flow of the events, but at the same time it constitutes redundant 
material. The fast rate is a direct result of the status that this IU occupies in the 
narrative as a piece of superfluous information. The excerpt of narrative 16 (also 
in Example 3 above) is similar to the one extracted from narrative 09 only because 
the fastest IU communicates something that should have been mentioned 
previously, but was not. A parenthesis was necessary in this case in order to make 
the argument understandable. Therefore, it is not solely the importance of the 
information that dictates the rate of speech, but also the status of the information 
on a discursive level.

The last excerpt in Example 03, that of narrative 01, is a very interesting 
instance in which an entire section functions as a side comment. The section 
is actually an external evaluation and, instead of being uttered in a slow mode, 
following the general trend of evaluative sections, as discussed above, this 
particular section has a speech rate value higher than the ones surrounding 
it. This is probably because it interrupts the narrative, deviating the listener’s 
attention to the setting of the story, rather than to the actions.14 Since the actions 
are obviously the most important element in a narrative, the information given in 
side comments are to be interpreted as nonessential, which result in their being 
uttered in a fast mode.

It seems, then, that the information conveyed at the local level is of much 
more importance for the determination of speech rate than that gathered in a 
more global discursive level. This could explain why, in some cases, the rate 

14 Note that since this section provides information about the place where the events took place, it could be easily 
classified as an orientation. However, because its primary function is, rather than to provide the necessary 
background information of the setting where the events took place, to enhance the point of the narrative (by 
creating a creepy atmosphere), it was considered to be essentially evaluative.
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of a given section does not follow the trend that was verified for the narratives 
in the data, a trend that for the most part agrees with the concept of relevance 
discussed above. It is not the primary function of a narrative section that always 
determines the rate of the section: the elements within the section should be 
taken into consideration all the time.

Correlation of pause and speech rate

If it is true that one of the major determinants of speech rate is pause 
occurrence and pause duration, as the literature suggests (confer GOLDMAN-
EISLER, 1956; GOLDMAN-EISLER, 1968; GROSJEAN, 1980; SABIN, 1976; SABIN, 
et al. 1979), it is to be expected that both phenomena are strongly correlated with 
speech rate.

The first hypothesis to be tested is whether pause occurrence determines 
the value of speech rate. The assumption is that the occurrence of a pause at the 
end of an IU will trigger a lower speech rate. Figure 3.4 below brings together the 
mean values of speech rate in the presence and absence of pause: 

Figure 4 – Speech rate as a function of pause occurrence

Font: Prepared by the author.

Speech rate tends to be higher in the presence of pause, and much lower when 
pause does not occur. The difference between the two conditions is significant 
(t=14.677, df=606, p<0.0001). 

As for pause duration, the hypothesis follows that there is an inverse 
relationship between pause duration and speech rate: the longer the total pause 
duration within an IU, the lower the speech rate value for that IU will be. However, 
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the correlation between the values of speech rate and pause duration per IU was 
not very high for this data (r=-0.52, N=627, p<0.0001).

General discussion and conclusions

The present paper investigated the role of speech rate phenomena in narrative 
texts, focusing primarily on how the temporal dimension of speech helps in the 
characterization of narrative structure. The following research questions were 
put forward:

(1) Are speech rate phenomena systematically manipulated in storytelling in order 
to make the structure of narrative texts more transparent?

(2) If so, in exactly what way is narrative structure reflected by means of manipulation 
in speech rate?

(3) Are different narrative sections characterized by particular speech rates?

In order to answer the first two questions, analyses on both the global and 
local levels of the narratives were carried out. Both analyses were working on the 
assumption that, if speech rate was used as a cue for narrative segmentation the 
same way pausal phenomena are utilized (OLIVEIRA JR., 2002b), this would be 
reflected on at least one of these levels.

Based on the findings by Fon (1999), and on what was verified in a previous 
work with regard to the variation in pause to speech ratio in narratives, the 
“cognitive rhythm” (OLIVEIRA JÚNIOR, 2002a), it was hypothesized that a cycle 
of varying rate would also be present in the narratives, reflecting the way they 
are structured. Variation in rate was examined by taking into consideration the 
Labovian model of narrative analysis. The results indicated that speech rate values 
fluctuate considerably at the global level, resulting in a cycle very similar to the 
one observed for the pause to speech ratio.

The “rate cycle” is not itself a new finding. Fon (1999), for example, has 
demonstrated that it occurs quite regularly in elicited narratives, reflecting a 
correlation between cycles of varying rate and story parts, which can either 
span across cycles or be subsumed within one cycle. However, no attempt has 
been made so far to relate this observable phenomenon to narrative structure, 
using spontaneous, non-elicited narratives as the empirical database. By taking 
an independent model of narrative analysis into account and trying to connect 
it with speech rate variation, it was demonstrated that there exists a one-to-one 
correlation between narrative sections and rate cycle. This finding strengthens 
the importance of the temporal prosodic phenomena in the segmentation of 
narrative texts
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Rate, on the other hand, did not prove to be a reliable tool for the signaling 
of narrative section boundaries on the local level. It was hypothesized that the 
difference in rate between two intonation units that coincided with a narrative 
boundary would be greater than elsewhere. So, for example, it was expected that 
a storyteller uttered the last IU of a narrative section in a way that would differ 
quite noticeably from the first IU of the following section, so as to indicate a 
change of sections by means of speech rate reset. This feature would serve, along 
with pause duration, as a cue to narrative segmentation. Statistical analyses, 
however, showed no significant effect for speech rate reset as a narrative section 
boundary marker.

It was also hypothesized that speech rate varies as a function of the message 
conveyed at the global level within narrative sections. Speech rate has been 
often related to levels of relevance in textual analyses (UHMANN, 1992): the 
faster someone speaks, the less relevant the content of what is being uttered, and 
vice-versa. Based on this assumption, it was expected that a close relationship 
between slower rates and crucial narrative sections (the complicating action 
and the evaluation) would be found. Although a trend in this direction could be 
verified, statistical analyses revealed that differences in rate between narrative 
sections are not significant.

Finally, a correlation was made between speech rate and pause occurrence/
duration in the data. The results of these correlations suggest that the occurrence 
of a pause within an IU guarantees that the speech rate of that IU will be higher 
that it would be if no pause was employed. On the other hand, the duration of 
the pause does not seem to have a straightforward relation with the rate of an 
IU. Contrary to what was expected, the correlation between pause duration and 
speech rate in an IU was not found to be significant.

OLIVEIRA JÚNIOR, M. Um estudo sobre a velocidade de fala como marca de segmentação em 
narrativas espontâneas. Alfa, São Paulo, v.56, n.2, p.623-651, 2012.

 • RESUMO: A velocidade da fala é analisada neste trabalho como um recurso prosódico 
empregado na sinalização da estrutura da narrativa espontânea. Partindo do pressuposto 
de que a narrativa tem uma estrutura interna, e de que os pares envolvidos em interações 
guiam seus movimentos conversacionais e suas atividades mais globais, com o propósito de 
torná-la evidente (JEFFERSON, 1978; SACKS, 1972), o presente trabalho examina fenômenos 
pertinentes à velocidade de fala, numa abordagem acústico-experimental, em 17 narrativas 
espontâneas, usando para isso um dos modelos mais influentes na análise da narrativa - o 
modelo laboviano. (LABOV, 1972). A variável prosódica sob investigação é analisada em 
dois níveis diferentes: em pontos específicos nas narrativas correspondentes aos limites de 
seções narrativas (nível local), e dentro de diferentes seções nas narrativas como um todo 
(nível global). Os resultados indicam que a velocidade de fala atua exclusivamente no nível 
global, gerando um padrão cíclico de diferentes velocidades ao longo do texto narrativo. 
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A velocidade de fala, no entanto, não caracteriza seções narrativas e não é manipulada no 
nível local, indicando limites de seções narrativas.

 • PALAVRAS-CHAVE: Narrativa espontânea. Prosódia. Estrutura do discurso. Velocidade de fala.
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