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A democratizagdo dos desenhos tecnologicos dos sujeitos digitais

RESUMO: Este artigo investiga as interacdes entre a democracia € o ambiente digital,
explorando como as tecnologias da comunicac¢dao ¢ da informagdo impactam a participagado
politica cotidiana. O estudo analisa a necessidade de regulamentacao juridica para a prote¢ao
do “sujeito digital”, adequando os direitos civis tradicionais a Era Digital. A pesquisa utiliza
revisdo bibliografica qualitativa, embasada em tedricos da interseccdo entre tecnologia e
ciéncias sociais, como Castells, Baumann e Haraway, para mapear questdoes fundamentais de
controle informacional e autodeterminagdo digital. Para isso, divide-se em duas partes: na
primeira, ha a anélise do que somos enquanto sujeitos digitais; na segunda, apresenta-se a
critica, com base em pressupostos democraticos, aos desenhos tecnolodgicos do sujeito digital.
Os resultados esperados incluem a formulagdo de diretrizes juridicas para fortalecer a
democracia contemporanea, promovendo o controle cidaddo sobre os algoritmos e a protegao
da autonomia digital dos individuos.

PALAVRAS-CHAVE: Democracia. Era digital. Sujeito digital. Autodeterminagao.
Cidadania.

RESUMEN: Este articulo investiga las interacciones entre democracia y el entorno digital,
explorando como las tecnologias de la comunicacion y la informacion impactan en la
participacion politica cotidiana. El estudio analiza la necesidad de regulacion juridica para la
proteccion del "sujeto digital," adecuando los derechos civiles tradicionales a la Era Digital.
La investigacion emplea una revision bibliogrdfica cualitativa, basada en tedricos de la
interseccion entre tecnologia y ciencias sociales, como Castells, Baumann y Haraway, para
mapear cuestiones fundamentales de control informativo y autodeterminacion digital. Para
ello, se divide en dos partes: en la primera, se analiza lo que somos como sujetos digitales; en
la segunda, se presenta una critica, basada en presupuestos democraticos, a los disenios
tecnologicos del sujeto digital. Los resultados esperados incluyen la formulacion de directrices
juridicas para fortalecer la democracia contemporanea, promoviendo un control ciudadano
sobre los algoritmos y la proteccion de la autonomia digital de los individuos.

PALABRAS CLAVE: Democracia. Era digital. Sujeto digital. Autodeterminacion.
Ciudadania.

ABSTRACT: This article investigates the interactions between democracy and the digital
environment, exploring how communication and information technologies impact everyday
political participation. The study examines the need for legal regulation to protect the “digital
subject,” adapting traditional civil rights to the Digital Age. The research employs a qualitative
literature review, drawing on theorists at the intersection of technology and social sciences,
such as Castells, Baumann, and Haraway, to map fundamental issues of informational control
and digital self-determination. For this purpose, it is divided into two parts: the first analyzes
what we are as digital subjects; the second presents a critique, based on democratic
assumptions, of the technological designs of the digital subject. The expected results include
the formulation of legal guidelines to strengthen contemporary democracy, promoting citizen
control over algorithms, and protecting individuals’ digital autonomy.

KEYWORDS: Democracy. Digital era. Digital subject. Self-determination. Citizenship.
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Introduciao

No ambito tedrico da Ciéncia Politica, ha varios debates sobre o conceito de
democracia®. Dentre os debates mais atuais, neste artigo, destaco aspectos que relacionam a
democracia as questdes atinentes ao que se convencionou chamar de “sociedade da
comunicagdo ¢ informacdo” (Castells, 2000). Além disso, apesar de a maior parte das
discussdes sobre democracia ser voltada para questdes macro — especialmente as do ambito
da “grande” politica, ligada a democracia representativa e as institui¢cdes politicas —, escolho
analisar um ponto especifico da “democracia do cotidiano”: 0 modo como, no ambiente digital,
podem ser constituidos canais de participagdo politica para que os sujeitos possam decidir sobre
o0 que sdo e podem ser, em seu aspecto mais pessoal e individual, enquanto sujeitos politicos®.

Todavia, como condi¢do anterior a constituicdo de canais de participagdao politica,
destaco, neste artigo, a necessidade de regras juridicas protetivas do “sujeito digital” (Van Pelt,
2024a), adequando os direitos civis e individuais da tradi¢ao juridica ocidental a Era Digital.
Assim, entendendo as novas tecnologias digitais como as principais novidades operacionais da
“sociedade da comunicac¢do e informac¢do” e a existéncia digital dos sujeitos nos ambientes
digitais* como um aglutinado de informacdes computacionais que lhes d4 sentido e existéncia
— também digital —, pensarei as relagcdes entre controle sobre informagdes pessoais,
democracia e politica como um modo de aprimorar os regimes democraticos atuais € um
complemento necessario para a boa qualidade da l6gica da comunicagao politica.

Desse modo, para que se possa pensar uma adequada relacdo entre democracia,

“sociedade da comunicagdo e informacdo” e sua realizagdo em um espago publico digital —

2 H4 uma vasta literatura sobre as teorias da democracia na modernidade. Como base para as discussdes, aproveito,
em meus estudos, a sintese realizada por Frank Cunningham (2009), que fornece uma ferramenta analitica para
avaliarmos os méritos relativos de teorias gerais e alternativas da democracia, aplicando-as aos problemas
cotidianos das sociedades contemporaneas.

3 Michael Sandel, em um livro intitulado O Descontentamento da Democracia (2023), analisa os motivos pelos
quais a democracia tem apresentado aspectos densos de fragilidade, no contexto dos Estados Unidos,
especialmente com a ascensdo das redes e midias sociais, afetando significativamente os debates publicos e
subordinando-os as preferéncias determinadas pelas empresas de tecnologia. No livro, ele comenta
especificamente questdes da democracia do cotidiano digital, que creio serem significativas para se pensar os
mecanismos de protecao ao sujeito, os quais fomentariam um espaco de maior qualidade democratica nos &mbitos
digitais. Utilizo a mesma perspectiva para desenvolver mais profundamente essa questdo em relagdo aos sujeitos
digitais no livro Sujeito de Direito Digital (Van Pelt, 2024a), identificando, no ultimo capitulo, medidas juridicas
concretas de protegdo aos sujeitos pela categoria de “sujeitos de direito digital”.

4 Assim como utilizado por Leitio e Gomes (2013, p. 27), por “ambiente” digital entendo os espagos simbélicos
constituidos por grupos de individuos, muitas vezes empregando o uso de “plataformas digitais” — configuragdes
tecnologicas que fornecem o suporte necessario para as interagdes e sociabilidades on-line —, para a realizagdo
de préticas de sociabilidade digital.
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A democratizagdo dos desenhos tecnologicos dos sujeitos digitais

especialmente os que ocorrem em redes sociais e os mediados por artefatos de inteligéncia
artificial>—, precisamos debater os meios que possuimos para o controle democratico da
“governamentalidade algoritmica” sobre os sujeitos (Parra, 2016; Van Pelt, 2024a). Ou seja,
debater sobre como podemos participar da elaboragdo e atuagdo dos cddigos que reconhecem,
constroem e validam nossa existéncia como sujeitos de uma republica digital. Pressuponho,
como hipotese de andlise, que a boa qualidade de uma democracia envolve a possibilidade de
seus cidadaos exercerem o dominio dos fatores técnicos que os caracterizam como sujeitos
existentes em uma democracia, especialmente com o avango das tecnologias de inteligéncia
artificial que controlam e modulam nossos modos de ser digitalmente. No caso aqui analisado,
refiro-me particularmente ao controle democratico de nossa validagdo como cidadaos digitais,
entendendo-nos como sujeitos digitais que exercem, dentre varias possibilidades de existéncia
e acdo digital, seus direitos politicos e de participacio nas esferas politicas digitalizadas®.

Nesse contexto, este artigo explora questdes fundamentais nas discussdes atuais das
Ciéncias Sociais, particularmente no que diz respeito a interagao entre humanos € maquinas em
um cendrio de acelerada evolug¢do das tecnologias digitais e da inteligéncia artificial. Ao
investigar os efeitos dessas inovagdes na vida cotidiana e nas relagdes sociais, ressalto a
importancia urgente de entender como o controle sobre os dados e a autonomia informacional
sdo vitais para o exercicio pleno da cidadania digital. A relevancia desse debate estd na
necessidade de ampliar o acesso e o controle sobre as tecnologias, de modo a garantir que a
participagdo politica ndo seja restringida por barreiras tecnologicas, mas fortalecida por meio
de sistemas digitais que sejam acessiveis e transparentes. Nesse sentido, o papel do direito em
caracterizar o que ¢ o sujeito de direito digital ¢ de suma importancia para esse projeto (Van
Pelt, 2024a).

Além disso, o artigo trata da protecdo de dados pessoais e da privacidade, questdes que
figuram entre os maiores desafios da atualidade, juntamente com a manipulacdo de algoritmos
e a disseminacdo de desinformacdo, que colocam em risco a integridade dos regimes
democraticos. Ao abordar a crise de confianga nas instituigdes democraticas, este trabalho se
insere em um debate crescente sobre a necessidade de reformar a governanca das tecnologias

digitais, garantindo que o progresso tecnoldgico ndo prejudique os direitos fundamentais, nem

3 Neste artigo, utilizo o sentido ampliado de artefato enquanto um produto da industria humana, pelos motivos que
seguem no desenvolvimento do texto. Para um debate sobre os varios sentidos de artefato, conferir: Halfpap, Souza
e Alves (2007).

® Analisei as questdes sobre cidadania na esfera digital no artigo “Cidadania na Esfera Virtual” (Monica, 2021b).
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comprometa o funcionamento adequado das democracias. Essa andlise se torna ainda mais
relevante em um contexto em que as democracias enfrentam grandes obstaculos devido ao uso
indiscriminado de dados e a concentracao de poder em poucas corporagdes de tecnologia — as
chamadas big techs.

Assim, para o desenvolvimento do artigo, utilizo-me do método de revisao bibliografica
qualitativa — com o necessario destaque de que a bibliografia especializada em questdes
digitais, especialmente no ambito juridico, ainda ¢ emergente —, valendo-me de autores
proeminentes na intersec¢ao entre tecnologia e ci€ncias sociais, como Castells, Baumann e
Haraway. Realizo um diagnéstico dos principais pontos referentes ao direito de controle
informacional sobre nossa sujeicdo digital como elemento de consolidagdo das democracias
contemporaneas, por se tratar de uma das questdes mais basicas para o exercicio de nossa
cidadania: a possibilidade de nos autodeterminarmos e de realizarmos os direitos sobre si na
consolidac¢ao do que somos enquanto sujeitos digitais.

Parto da hipotese de que a democratizagdo da técnica ¢ um dos elementos fundamentais
para a constituicdo de uma cidadania mediada por aparatos digitais, especialmente por permitir
aos sujeitos digitais o controle de si por intermédio de direitos civis digitais, essenciais para a
consolidacdo de seus direitos politicos e, consequentemente, para o fortalecimento da
democracia contemporanea. Assim, entendo que o artigo consolida um mapeamento de
questdes fundamentais utilizadas para pensar os mecanismos que o direito deve desenvolver
para a protegdo dos sujeitos digitais’.

Para isso, o artigo se dividird em duas partes: na primeira, sera feita uma analise a
respeito do que somos enquanto sujeitos digitais; na segunda, a andlise se voltara para os
desenhos tecnologicos do sujeito digital e seus vieses democraticos. O intento ¢, ao final,
realizar um exame dos modos como somos reconhecidos enquanto sujeitos em ambientes
digitais, entender os desenhos tecnoldgicos que compdem a forma do sujeito e oferecer
subsidios, na conclusao do artigo, para futuras pesquisas sobre os melhores arranjos protetivos

para o sujeito a partir do Direito Digital®.

7 Em um trabalho anterior, intitulado Ensaio para se pensar a protegdo do sujeito de direito digital no Brasil,
analisei caminhos analiticos para pensar a protecdo do sujeito de direito digital no Brasil (Monica, 2021c).
8 Ofereci uma resposta a essa proposta de futuras pesquisas no livro Sujeito de Direito Digital (Van Pelt, 2024a).
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O que somos enquanto sujeitos digitais?

Quando falamos de sujeito digital, referimo-nos a um sujeito caracterizado enquanto
informacao, dados digitais que produzem uma representacdo do que sSomos como pessoa nos
ambientes digitais. E nesse sentido que as legislagdes de protecdo de dados, que estdo sendo
adotadas pelos paises vinculados a tradi¢do ocidental de direitos, vém oferecendo instrumentos
para a autodeterminagdo informativa dos sujeitos, operando a passagem do conceito de
individuo como sujeito percebido a partir de sua corporalidade e de sua existéncia fisica para
um sujeito enquanto fluxo de dados e informacdes’. De alguma maneira, estamos falando da
relacdo entre a pessoa ¢ os dados derivados de seu corpo e de seus caracteres subjetivos,
objetivos e identitarios que fazem dela um individuo na sociedade.

Neste sentido, Le Breton (2012, p. 26) salienta o papel da interagdo das pessoas com as
tecnologias em uma recomposi¢do das relagdes sociais, ou seja, das corporalidades possiveis e
das praticas de si digitalizadas. Para o autor, as tecnologias da informag¢ao possibilitam uma
“humanidade modificada”, extinguindo as tradicionais fronteiras entre o “sujeito e o objeto, o
humano e a maquina, o vivente e o inerte, o natural e o artificial, o biolégico e o protético™!°.
As tecnologias de informacdo e comunicagdo se unem aos corpos dos individuos e redefinem a
condi¢do humana, ampliando o estado de “liquefacdo” do individuo e suas formas de vida.

Por formas de vida, compreendo os modos de viver, as formas de fazer as coisas, a
maneira de integrar o “natural” com o social, o cultural e o politico, e as possibilidades que
construimos para existir e nos realizar individualmente e socialmente. Para Lash (2005, p. 39-
48), as formas de vida estdo sendo remodeladas pelos aparatos tecnologicos, sendo significadas
por uma compreensdo de mundo intermediada pelos sistemas tecnologicos. Isso nos traz a
necessidade de constituir meios para evitar a alienagdo no modo como compreendemos e
constituimos o mundo, destacando a importdncia de uma maior apropriagdo da cultura

tecnologica, evitando a perda de autonomia e a alienagao dos sujeitos e suas consequéncias para

% Dados sobre governanca digital e direitos civis digitais podem ser encontrados em varios bancos de dados na
Internet. Um deles € o World Economic Forum, em seus artigos sobre Digital Citizenship. Nele sdo apresentadas
informagdes sobre Digital Identity e os valores econOmicos que possuem. Disponivel em:
https://intelligence.weforum.org/topics/al GOX000005JJGcUAO/key-issues/al GOX000006NuoVUAS.  Acesso
em: 18 out. 2024.

10 Como desenvolvido por Akrich (2014, p. 179-181), a estabiliza¢do de um objeto técnico — ou, dito de outro
modo, a sua “naturalizagdo” como um objeto do cotidiano, que passa desapercebido enquanto tal — oferece uma
boa condigdo para que ele se torne um instrumento de conhecimento. Essa integragdo dos objetos técnicos ao
tecido social, que decorre de seu “ocultamento”, confere-lhes um forte poder politico, ao produzirem modos de
organizacdo social que muitas vezes sdo despolitizados, por serem vistos apenas como questdes técnicas e
funcionais.
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uma vida digital efetivamente comprometida com a democracia. Por isso, ¢ fundamental
desenvolver uma percep¢ao mais apurada sobre os modos como nos constituimos enquanto
sujeitos por meio dos artefatos tecnoldgicos, compreendendo o que somos como sujeitos
informacionais € o modo como as tecnologias operam e constituem o ambiente digital.

Os artefatos tecnoldgicos sdo artefatos “fisicos”, porque sdo desenhados e produzidos
por agentes humanos. Por isso, eles estdo em relacdo com a intencionalidade humana. Essa
relagdo com nossa intencionalidade ¢ o que distingue os artefatos de qualquer outro objeto
fisico; ou seja, sdo objetos produzidos pelo ser humano a partir de uma intencionalidade e,
assim, possuem uma natureza hibrida, sendo compreendidos tanto como artefatos técnicos
quanto culturais (Kroes, 2002, p. 4-8).

Neste contexto, podemos afirmar que os seres humanos, em certa medida, também sao
artefatos ao desenvolverem capacidades que ndo seriam alcangadas apenas com sua estrutura
bioldgica “dada pela natureza”. Assim, as tecnologias digitais s3o meios fisicos que constituem
as novas estruturas da sociedade da informacao e comunicagdo, apresentando-se como os mais
recentes artefatos significativos da agéncia humana. Em complemento a essa ideia, esses
objetos técnicos estabelecem alguma particdo do mundo fisico e social, atribuindo papéis a
certos atores, tanto humanos quanto ndo humanos, ¢ excluindo outros ao autorizar determinados
modos de relagdo entre esses sujeitos. Assim, 0s objetos técnicos “participam plenamente da
constru¢do de uma cultura, no sentido antropologico do termo, a0 mesmo tempo que eles se
tornam obrigatoriamente os mediadores em todas as relagdes que nds mantemos com o ‘real’”
(Akrich, 2014, p. 1).

Como argumenta Broncano (2008), poderiamos considerar a linguagem e a capacidade
cognitiva humanas como artefatos, por serem técnicas € modos de operar nossa estrutura
corporal desenvolvidos posteriormente e que ndo foram “dados pela natureza”, mas produzidos
pela cultura. Ou seja, ndo nascemos com essas capacidades; elas precisam ser instituidas e
desenvolvidas. Em correspondéncia, as tecnologias da informagao sdo os novos instrumentos
que potencializam as interagdes humanas em um nivel extremamente radical, principalmente
com as possibilidades de interacdo global promovidas pela Internet.

Nesse sentido, podemos afirmar que as novas tecnologias estdo aprimorando as

capacidades humanas em um nivel nunca experimentado, inclusive suas capacidades de
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A democratizagdo dos desenhos tecnologicos dos sujeitos digitais

exercicio da politica, agora mediadas por meios tecnolégicos digitais''. A incorporacio desses
novos artefatos a experiéncia humana tem ressignificado nossas compreensdes de espago e
tempo e promovido trocas e experiéncias pessoais, culturais e politicas que consolidam uma
nova era, oferecendo novas possibilidades para a existéncia humana e outras formas de produzir
a interagdo entre pessoas e sociedades. Consequentemente, ressignificam nossas percepgoes
sobre como a democracia e a cidadania sdo exercidas em tempos digitalizados.

Para os fins deste artigo, podemos entender o conceito de cultura como o conjunto dos
arranjos causais que criam os espacos € os ambitos de possibilidades para a existéncia humana.
O sentido desses arranjos causais se da a partir da possibilidade de mudar a historia, de decidir
sobre o futuro, criando padrdes que sdo a base sobre a qual serdo construidas as identidades
pessoais, coletivas e politicas. Dentro dessa perspectiva, um artefato seria a possibilidade
pratica que determina as capacidades humanas'?. N3o é um mero instrumento fisico ou
funcional; é mais do que isso, por ser um meio para atualizar as trajetdrias que constituem a
vida humana. Ele ¢ a realizagdo material dos elementos culturais e politicos de uma sociedade.
Cria a existéncia a partir de complexos padrdes causais estruturados por dindmicas entre
matéria, energia e informag¢do, convertendo-se em portador de capacidades ou competéncias
com uma natureza fisica e cultural.

Um artefato ndo existe isoladamente. Ele ¢ um artefato porque existe um ser humano
que assim o define e por estar inserido em uma rede de outros artefatos. Ele codifica estruturas
simbolicas, permitindo-as e condicionando-as em um determinado tempo, convertendo-se em
mediador sem o qual ndo podemos entender as praticas do entorno. Sua materialidade porta
sentidos que se estabelecem entre o engenheiro das tecnologias € o usuario, em uma relagao de

intencdes entre eles, conectando os contextos das praticas humanas.

! Existem inameras experiéncias do uso de tecnologias digitais para o melhor fomento da cidadania digital, como
as experiéncias de cidades inteligentes e os projetos colaborativos que permitem uma maior eficiéncia na
participagdo cidada, como o projeto Decidim, em Barcelona (disponivel em: https://www.decidim.barcelona/. A
Acesso em: 18 out. 2024), ou o caso de Taiwan, onde plataformas digitais tém sido utilizadas para deliberagao
popular, tais como gOv (disponivel em: https://g0v.tw/intl/en/. Acesso em: 18 out. 2024) e vTaiwan (disponivel
em: https://info.vtaiwan.tw/. Acesso em: 18 out. 2024). Em ambito geral, a Polis ¢ um tipo de plataforma de
discussdo cidada desenvolvida para o aprimoramento da democracia digital, com dados referentes aos paises
Canadéd, Alemanha, Nova Zeldndia, Reino Unido e Estados Unidos (disponivel em: https://democracy-
technologies.org/tool/polis/. Acesso em: 18 out. 2024).

12 Para exemplificar essa situagdio, podemos pensar em um aparelho mével de telefonia — os celulares — como
artefatos que modificam a nossa relagdo com o mundo, tornando-se praticamente a extensao da nossa corporalidade
e da nossa consciéncia.

Rev. Cadernos de Campo, Araraquara, v. 25, n. esp. 1, €025007, 2025. e-ISSN: 2359-2419
DOI: 10.47284/cdc.v25iespl.19521 8

(oc) IR


https://www.decidim.barcelona/?utm_source=chatgpt.com
https://g0v.tw/intl/en/?utm_source=chatgpt.com
https://info.vtaiwan.tw/?utm_source=chatgpt.com
https://democracy-technologies.org/tool/polis/?utm_source=chatgpt.com
https://democracy-technologies.org/tool/polis/?utm_source=chatgpt.com

Eder VAN PELT

E nesse sentido que podemos afirmar que os artefatos digitais estio moldando uma nova
cultura e uma nova era a partir das intencionalidades que imprimimos sobre eles'®, tanto nos
aspectos individuais e pessoais de nossa vida quanto nas dinamicas gerais da politica social.
Assim, as tecnologias e os artefatos, em si, ndo podem ser lidos como os causadores dos
problemas ja amplamente identificados da vida moderna e ultramoderna. Como afirma Koops
(2007, p. 157), a tecnologia nem ¢ boa nem ¢ m4d; e nunca ¢ neutra. Na verdade, sdo as
intencionalidades firmadas pelas relagdes de poder que precisam ser compreendidas como o
ponto de toque do nosso debate sobre como promover uma sociedade da informacao inclusiva,
plural e aberta para a emancipac¢do humana.

Todavia, ¢ importante destacar, como feito por Akrich (2014, p. 163—164), que os
objetos técnicos sdo formas resultantes de uma composi¢ao de forcas de natureza diversa. Essas
intencionalidades que imprimem sentidos aos artefatos podem ser percebidas de diferentes
maneiras, nem sempre sob um ponto de vista politico profundo. Alguns usos de artefatos sao
explicados pela mera funcionalidade que cumprem, sem a necessidade, do ponto de vista de
uma andlise social, de extensas avalia¢des sobre seus sentidos politicos e culturais'®.

Nos aspectos que tocam as fungdes que podem ser lidas a partir das nuances politicas e
sociais, ¢ necessario pensar em meios para a apropriacdo democratica dos artefatos, em uma
percepgao critica e emancipatdria a respeito de seus usos (Kranzberg, 1986, p. 545). Para isso,
¢ necessaria a superacao de um certo “discurso tecnofobico”, que sustenta a necessidade de
salvar o humano da tecnologia e defende a ideia de que, em si, a tecnologia ¢ algo ruim.
Simondon (2017) ja defendia, em meados do século passado, a necessidade de um projeto de
reforma do sistema educativo, com um plano para ensinar as novas geragoes como compreender
os artefatos técnicos, seu funcionamento, sua utilidade e suas funcdes na sociedade. Em
realidade, o uso consciente dos artefatos tecnologicos depende de nossa “cultura tecnoldgica”

(Lawler, 2003), isto é, de um modo de ser da vida em sociedade que trata as questdes

13 Imaginemos também o modo como os computadores pessoais ressignificaram nossa existéncia e como
reestruturaram nossas relagdes sociais em sua totalidade.

14 Akrich (2014, p. 162-163) usa inicialmente o exemplo dos objetos técnicos que compdem um carro para explicar
que algumas intencionalidades de uso ndo sdo de grande interesse em uma analise social. Assim, explica que a
resisténcia dos materiais dos carros esta relacionada a intensidade dos choques que eles podem sofrer, ligada a
velocidade e ao desempenho dos veiculos. O estado da carroceria ¢ avaliado conforme normas estabelecidas por
diferentes atores, como peritos e autoridades. Descrever o veiculo por completo envolveria desde seus
componentes técnicos até questdes sociais, politicas e industriais. A analise completa de todas as conexdes seria
extensa e poderia parecer banal, pois o automoével reflete a realidade cotidiana em que vivemos, combinando
elementos técnicos, sociais € econdmicos.
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tecnologicas como uma das esferas da vida, incorporando processos de conhecimento e
discussdo sobre a tecnologia.

E por meio do conhecimento sobre as intencionalidades da tecnologia que podemos
avangar € encontrar os instrumentos para sua ressignificacdo democratica em uma relagao
especifica entre ciéncia, técnica e democracia. Assim, sairiamos do “sonambulismo
tecnologico” (Winner, 1977)", da ignorancia social em relagdo ao processo de mudanga que a
humanidade sofre devido ao avanco das tecnologias atuais. Esse sonambulismo esta associado
ao fato de ndo estarmos, enquanto sociedade, atentos as profundas questdes do desenvolvimento
tecnologico, por ndo conhecermos adequadamente a dindmica da tecnologia, que se constitui
como fundamental em nossas vidas, e por ndo enfrentarmos os danos que ela causa aos regimes
democraticos contemporaneos.

Por outro lado, é importante também evitar o “determinismo tecnoldgico™!®

, uma certa
apatia politica em relagdo ao desenvolvimento tecnoldgico decorrente da aceitagdo passiva da
ideia de que seus avangos sdo inevitaveis e de que, caso queiramos interferir nesse processo,
estariamos impedindo o proprio progresso da sociedade, de sua estrutura social e de seus valores
culturais. De certa maneira, podemos afirmar que o determinismo tecnoldgico nos levaria a uma
tecnocracia, a um sistema de organizagdo politico e social baseado na supremacia do saber
técnico, abrindo pouco espago para os debates que envolvam as opinides de toda a sociedade
sobre as finalidades das tecnologias'’. Isso encerraria as possibilidades de um saber critico que
nos conduzisse a um conhecimento aprofundado sobre o que somos na era digital, impedindo a
realizagdo de um projeto de sujeito digital coerente com as praticas de liberdade e os postulados
democraticos da modernidade.

Pressupondo a ideia de que a técnica esta envolta em intencionalidades e deve ser lida a
partir de uma determinada cultura e contexto, o desenvolvimento dos codigos e dos programas
de computacdo ndo ¢ meramente técnico e neutro, isto €, algo que ndo carrega aspectos
culturais, sociais e politicos. Ele ¢, na realidade, um ato de organizagao social pelo qual
determinados objetivos e avaliagdes sobre metas sdo processados. Esse desenvolvimento ¢

influenciado pelas orientacdes dos especialistas técnicos que operam os artefatos a partir de

suas experiéncias pessoais de mundo (Hoffman-Riem, 2021, p. 32-35).

15 Para outra obra do autor sobre politicas tecnoldgicas, conferir: Winner (1987).

160 termo foi criado por Thorstein Veblen, economista e sociélogo norte-americano.

17 Analisei essa questdo do autoritarismo tecnolégico no artigo “O tecnototalitarismo e os riscos para a democracia
e para os sujeitos” (Van Pelt, 2024b).
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Assim, temos o uso normativo das tecnologias digitais influenciando o comportamento
humano das mais variadas formas. Lessig (1999) argumenta que as tecnologias sdo usadas
intencionalmente como instrumentos para conduzir o modo como as pessoas devem se
comportar, de maneira semelhante as regras juridicas enquanto instrumento regulatorio de
nosso comportamento. Por isso, para o autor, code is law (codigo € lei), isto €, os codigos
computacionais possuem conteudo normativo. Eles nos formam e, ao mesmo tempo,
conformam nosso modo de agir e de estar no mundo.

Analisando a mesma questao a luz de valores juridicos democraticos e constitucionais,
Koops (2007) utiliza o termo normative technology (tecnologia normativa)'® ao trabalhar com
a percepcao de que as tecnologias estdo sendo intencionalmente construidas como mecanismos
de influéncia nos comportamentos humanos e em suas posturas sociais e politicas. O autor
apresenta varias propostas sobre como as tecnologias deveriam ser reguladas para que os
codigos estivessem em conformidade com os valores democraticos de transparéncia, garantindo
assim sua legitimidade perante a sociedade. Essas propostas exploram diferentes formas de
regulacdo, tanto de entidades publicas quanto privadas, na tentativa de responder a questdo
sobre 0 modo como a tecnologia nos regula e se esse modo ¢ efetivamente uma regulagdo, tal
como ocorre com as normas juridicas.

Se entendermos que ha um emprego deliberado da tecnologia como meio de regular o
comportamento humano, afetando especialmente seu modo de perceber e conceber a vida
politica, entdo € possivel visualizar essa questdo a partir do ponto de vista legal, adequando a
regulagdo feita por intermédio dos codigos tecnologicos — incluindo algoritmos e inteligéncia
artificial — as exigéncias democraticas de legitimidade, transparéncia e responsabilidade,
vinculando as intencionalidades da tecnologia aos objetivos sociais definidos coletivamente por
meio de canais de democratizagao da tecnologia (Koops, 2007). Por isso, precisamos encontrar
elementos que comprometam os especialistas em programacao e codifica¢do digital com esses
principios basicos da sociabilidade humana moderna'® e refletir adequadamente sobre as

relagdes entre transparéncia e opacidade dos codigos de programacao digital.

18 Para tratar sobre o mesmo assunto, Roger Brownsword (2004) utiliza o termo tecno-regulago.

19 Cathy O’Neil (2020) publicou um livro que popularizou o debate sobre a necessidade de incorporar estudos
sobre os vieses algoritmicos e o impacto de decisdes automatizadas em setores como seguranga publica e servigos
de saude. A Electronic Frontier Foundation ¢ uma das principais fundagdes ndo-governamentais que levanta dados
e retine estudos que monitoram o uso de algoritmos em diversas areas, como a defesa da privacidade digital e da
liberdade de expressao (disponivel em: https://www.eff.org/. Acesso em: 18 out. 2024).

Rev. Cadernos de Campo, Araraquara, v. 25, n. esp. 1, €025007, 2025. e-ISSN: 2359-2419
DOI: 10.47284/cdc.v25iespl.19521 11

(oc) IR



A democratizagdo dos desenhos tecnologicos dos sujeitos digitais

Nesse sentido, em principio, a aliena¢ao dos sujeitos baseia-se em alguma assimetria de
poder que reduz suas capacidades de autonomia ou os domina a ponto de perderem suas
possibilidades de agir livremente. Quando nos referimos as tecnologias digitais, estamos diante
de uma situagdo em que poucos controladores — a elite da tecnologia — decidem sobre a vida
de muitos, sendo que a opacidade em relagdo ao funcionamento desses artefatos torna os
sujeitos incapacitados para o exercicio de suas liberdades e para o controle sobre suas proprias
vidas. A alienag¢dao se manifesta, no caso das tecnologias digitais, como consequéncia de um
conjunto de elementos que gera a perda da capacidade de autonomia pessoal e de possibilidades
de agdo politica que interfiram nos destinos da sociedade.

A opacidade —contraria ao postulado da transparéncia, tdo caro aos regimes
democraticos contemporaneos— nao se resume a falta de acesso as informagdes sobre os
codigos informaticos ou ao desconhecimento sobre o funcionamento do sistema digital. Ela
também representa o estado geral de falta de consciéncia profunda sobre as atividades do fazer
tecnologico, um estado de “inconsciéncia digital” (Hildebrandt, 2015) quanto aos modos de
operacdo do processo de digitalizacdo de nossas vidas. Entretanto, ¢ importante compreender
que nem todas as tecnologias s@o instrumentos de controle politico e financeiro centralizado
nas maos de uma elite tecnologica, e que nem todos os usudrios sdo sujeitos alienados ou
totalmente esvaziados de suas capacidades de autonomia no ambito tecnologico. Isso permite a
construgdo de canais emancipatorios e potencialidades subversivas dentro desse contexto de
dominacgdo tecnoldgica, ao explorarmos as possibilidades de liberagdo encontradas nas proprias
estruturas em que estamos inseridos.

Em continuidade a esse debate sobre a transparéncia da técnica da programacao
computacional, ao tratar da governanga na Internet e de sua arquitetura de funcionamento, de
modo a enfrentar o problema da concentracdo de poder e, consequentemente, da dominagao
sobre os sujeitos, Vicentin (2016, p. 01) argumenta que os principios politicos da Internet sdo
refletidos em sua arquitetura e modo de operagdo. A forma mais eficaz de implementar certos
principios politicos e morais na rede € influenciar sua estrutura. A “infraestrutura”, que sustenta
o funcionamento da Internet, consiste em um conjunto de meios materiais e logicos que
permitem a transmissao, armazenamento e processamento dos dados gerados pela digitalizagao
das atividades humanas e ndo humanas. No entanto, a compreensdo da importancia politica da
técnica parece insuficiente, pois o controle sobre as infraestruturas de comunicagdo e
informagdo estd cada vez mais concentrado nas maos do poder privado e dos grandes

conglomerados de tecnologia.
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O debate sobre a democratizagdo dos cddigos tecnologicos ndo € exclusivo da era
digital. H4 tempos vém se desenvolvendo teorias criticas sobre a tecnologia, apresentando
propostas para a constituicdo de um novo paradigma de desenvolvimento tecnoldgico,
adequado as exigéncias de uma sociedade democratica e plural. Nesse contexto, Andrew
Freenbarg (1981) desenvolveu uma teoria critica da tecnologia e questionou como a tecnologia
moderna poderia ser redesenhada para atender as necessidades de uma sociedade mais livre.
Ele entende a tecnologia ndo como um destino em si —com codigos criados para atender a
interesses especificos do campo técnico sob a forma de solugdes para determinados
problemas—, mas como um campo de lutas e batalhas sociais, relacionando-se com conceitos
politicos profundos, pois s6 assim evitamos cair em formas ndo democraticas de submissao as
dindmicas do desenvolvimento tecnoldgico ndo politizado.

Desse modo, as propostas de uma teoria critica para as tecnologias digitais podem
demonstrar como esses codigos sedimentam os valores ¢ interesses das elites e classes
dominantes. Isso se realiza por meio da andlise de suas regras e procedimentos, de seus
instrumentos e artefatos que ddo acesso ao poder e estabelecem vantagens que sustentam a
hegemonia desses detentores de poder, afetando os regimes democréaticos.

Para Freenbarg (1981), a técnica incorpora valores e interesses para além dos
meramente técnicos, tornando-se instrumento de dominag¢do social. Partindo de analises
marxistas, o autor propde, como saida para o problema da dominagdo tecnologica, o
desenvolvimento de “tecnologias socialistas”, baseadas na democratizagdo da participagdo dos
sujeitos afetados pelas tecnologias, com a instituicdo de procedimentos democraticos de tomada
de decisdo, considerando especialmente as questdes relacionadas a base capitalista do
desenvolvimento tecnoldgico. Essa base estrutura um modo especifico de desenvolvimento
tecnologico, possibilitado pela sistematiza¢do da inovagdo, pela abertura dos mercados globais
e pela consolidagdo de um modo capitalista de producdo fundado em uma “sociedade de
consumo”, a qual valida a tecnologia pelos seus usos segundo as regras do mercado, agora no
contexto da era digital.

Em consequéncia, o contetido intencional dos sistemas tecnologicos acaba
reproduzindo, como aponta Martin Parselis (2016, p. 68), a 16gica do descarte, da obsolescéncia
programada e, especialmente, a alienagdo em relagdo ao que deveriamos escolher como
necessidades ou possibilidades na utilizagdo dos artefatos tecnoldgicos. Parece que a relagao
entre artefato e intencionalidade se perde nessa ansia capitalista de producao de lucro, com a

criagdo de tecnologias que nao atendem a finalidades humanas significativas. Assim, quanto
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mais alienados estivermos, menos questionaremos as intencionalidades dos artefatos,
entregando-nos as finalidades lucrativas do mercado digital e reduzindo nossas competéncias
democraticas. Nesse sentido, ¢ possivel defender que ha uma relagdo entre alienagdo humana,
falta de intencionalidade dos artefatos, obsolescéncia tecnoldgica e lucratividade capitalista.

Alguns autores discutem essa questdo a partir dos problemas das tecnologias recentes,
propondo um uso mais adequado e aprazivel das tecnologias, algo mais alinhado aos anseios
democraticos das sociedades contemporaneas. No inicio da década de 1990, Quintanilla (1991)
propunha a criacdo de infraestruturas de comunicagdes interpessoais com codigo aberto e
desenvolvimento participativo e colaborativo, em contraposi¢do as tecnologias que produzem
a alienacdo das pessoas, tanto em relacdo a sua estrutura quanto as suas finalidades e efeitos.
Mais recentemente, Martin Parselis (2016) estruturou uma critica ao progressismo linear das
tecnologias, afirmando que o desenvolvimento tecnologico ndo pode ser compreendido como
um caminho evolutivo continuo, resultando em um suposto progresso apenas pelo fato de que
quanto mais livre estiver o mercado e a engenharia tecnoldgica, maiores beneficios teremos?’.

Se em todo sistema técnico hd agentes intencionais —sujeitos que determinam a
finalidade das tecnologias—, a linearidade e a noc¢ao de progresso ndo podem ser consideradas
neutras nem colocadas como algo fora do processo historico e do contexto social em que se
inserem. Para Parselis (2016), o objetivo da democratizagdo dos sistemas técnicos ¢ abri-los aos
juizos dos atores sociais envolvidos e propor uma legitimagao mais ampla das decisdes sobre a
construcdo e a finalidade desses sistemas. Para isso, seria necessario operar um balanceamento
entre o campo politico e o técnico por meio da disponibilizacdo de informagdes mais detalhadas
sobre os sistemas técnicos, possibilitando, assim, um debate politico consistente sobre suas
dindmicas.

Com a proposta de um novo paradigma de desenvolvimento tecnoldgico, Quintanilla
(2002) discutiu, em uma analise posterior ao seu primeiro trabalho, citado anteriormente, o
modo de legitimacao democratica das tecnologias e sua relacdo com o problema da eficiéncia.
Essa questdo da eficiéncia relaciona-se com o argumento de que a técnica deve ser guiada

apenas pelas dindmicas dos especialistas e pelas necessidades estritamente ligadas ao saber

200 conceito de “tecnologias entraiiables” é utilizado por Martin Parselis (2016) para descrever tecnologias
concebidas de maneira mais proxima as necessidades humanas, respeitando valores como transparéncia, inclusdo
e democracia. Em oposigdo a sistemas que alienam os individuos ou reforcam dinamicas de controle social, essas
tecnologias sdo pensadas para promover interagdes mais intuitivas, acessiveis e alinhadas as experiéncias e valores
humanos. A ideia sugere um modelo tecnolégico que néo apenas viabiliza fungdes praticas, mas também fortalece
a autonomia e o engajamento critico dos sujeitos na era digital.
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tecnoldgico. Segundo essa compreensdo, uma abertura plena a todos os envolvidos acabaria
reduzindo o potencial do desenvolvimento tecnoldgico, pois as decisdes demandariam um
debate amplo com pessoas que nao possuem o conhecimento especializado necessario para que
a discussao avangasse satisfatoriamente. Além disso, existem questdes especificas do mercado
capitalista que ndo estariam disponiveis para o debate democratico, como o segredo industrial
e a propriedade intelectual, instrumentos juridicos para garantir o investimento com retorno
esperado pelas empresas, segundo a ldgica do capital.

Todavia, a democracia exige que todos os afetados por uma questao consigam encontrar
espaco para participar das discussoes que os atingem. Assim, tendo em vista os interesses do
mercado e sua tensdo com as exigéncias da democracia, temos como caminho a busca de uma
formula que mantenha um certo equilibrio entre as duas perspectivas: a do argumento
tecnoecondmico ¢ a democratica. Essa formula deve fazer com que as condigdes de
legitimidade democratica se tornem adequadas as regras especificas dos sistemas econdomico e
técnico. Se assim ndo for, afastaremos os postulados democraticos do campo tecnologico.
Portanto, ¢ nesse sentido que Martin Parselis (2016, p. 38) afirma que nao € possivel assumir
um espirito plenamente tecnocratico, liberando os tecnélogos para decidirem unilateralmente o
futuro da tecnologia, mas tampouco ¢ razoavel deixar o sentido de desenvolvimento tecnologico
exclusivamente nas maos da politica.

Isso nos leva a compreensdo de que a tecnologia seria um dos objetos da politica, uma
das tematicas que precisam estar na pauta politica de uma sociedade informacional. Estariamos
diante da necessidade de “consensuarmos” a técnica, de estabelecermos canais discursivos €
deliberativos para a politiza¢cdo dos usos, finalidades e impactos da tecnologia em nossas vidas,
em nossa sociedade e em nosso futuro. Nesse sentido, precisamos desenvolver uma cidadania
digital que envolva ndo apenas o direito de pertencimento ao espago digital, mas também o de
definir as regras de conduta digital. Esse direito ndo pode se restringir ao direito de participar
apenas das decisdes sobre o que devemos fazer a partir das possibilidades que nos sdo
oferecidas pela tecnologia disponivel, mas precisa envolver o direito de participarmos dos
debates sobre 0 que queremos com a propria tecnologia, afirmando o sentido politico da técnica
e suas implicagdes no modo como queremos construir a sociedade em que vivemos. Essa
proposta tem correspondéncia com uma ideia mais republicana de sociedade, pela qual os
sistemas especializados ndo sao autonomos em si, devendo estar em algum tipo de relacdo com
a politica da sociedade, ou seja, implicados nas formas democraticas de constituigdo coletiva

da sociedade em que vivemos.
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Uma perspectiva mais liberal, principalmente em seu sentido econdmico, levaria os
defensores da liberdade de mercado a se oporem a essa proposta de abertura da técnica para os
canais de deliberagdo com os sujeitos envolvidos, justamente pelos argumentos da protecao de
mercado e da ndo especialidade do ptblico nas questdes técnicas, o que nos manteria na posi¢ao
de meros consumidores ou usudrios das tecnologias. Caberia ao publico apenas a autonomia de
decisdo entre consumir ou ndo consumir as tecnologias, em um escrutinio individual que
deixaria ao mercado a decisao sobre a utilidade ou inutilidade de determinada tecnologia. Como
pano de fundo, temos aqui uma relagio entre consumo e cidadania®' e entre dois paradigmas
politicos: um liberal e um republicano. Por outro lado, segundo este outro paradigma, a decisao
sobre as finalidades e as necessidades tecnologicas ndo seria uma questdo de decisdo
individualizada, mas uma dinamiza¢ao de interesses a ser mediada pela propria sociedade. Seria
dela a incumbéncia de definir a utilidade e, portanto, a legitimidade de uma determinada
tecnologia.

Os desenvolvedores das tecnologias, provavelmente, ndo se preocupam ou nao estio
familiarizados —ou comprometidos— com questdes mais profundas da vida em uma sociedade
democréatica, pois, até entdo, ndo foi exigido de sua formagdo técnica esse tipo de
comprometimento. Em regra, ndo ha um debate avangado sobre as implica¢des sociais das
tecnologias que estdo sendo desenvolvidas. Um técnico ou um engenheiro computacional ndo
constréi os artefatos pensando nas possiveis implicagdes na redugdo das desigualdades sociais,
ou se os seus codigos computacionais promoverdo formas racistas de tratamento entre as
pessoas. No entanto, quando avangamos no processo de digitalizacdo e constatamos que,
atualmente, nossas vidas estdo profundamente afetadas pelo modo como esses desenvolvedores
de tecnologia moldam a vida em sociedade, a questdo dos efeitos da técnica torna-se
extremamente relevante por se comprometer com as exigéncias democraticas de participagao
nas questoes que nos afetam diretamente.

E por isso que Quintanilla (1991) ja defendia, na década de 1990, que a técnica deveria
ser melhor compreendida como uma entidade cultural ou uma forma de conhecimento que pode
ser apreendida, transmitida e incorporada nos diversos processos de aprendizagem, como ocorre
com qualquer outra informacao cultural. A técnica e o seu desenvolvimento precisam compor

0 nosso processo geral de conhecimento de mundo, precisam ser incorporados nos debates mais

21 Para um debate sobre a tensdo entre consumidores e cidaddos, conferir Garcia Canclini (1995). Sobre o debate
acerca da transformacdo dos cidaddos em consumidores, conferir Bauman (2008b). E, para uma alternativa ao
problema de uma sociedade altamente consumista, conferir a proposta de Latouche (2006).
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amplos sobre o que queremos enquanto sociedade e as finalidades que estipularemos para a
ciéncia e a técnica. Essas questdes ndo podem mais ser entendidas como um setor separado e
especializado da sociedade, algo sem nenhuma afetagdo politica.

A técnica pode ser vista a partir de muitas perspectivas. Pode ser vista apenas pelo
aspecto cientifico e de desenvolvimento tecnoldgico; pode ser vista como um instrumento
econdmico, de aperfeicoamento das necessidades do modo de producdo capitalista em relagao
a sua busca por maior eficiéncia e lucratividade; pode ser entendida como um mecanismo da
burocracia estatal para a geréncia dos seus assuntos; pode ser um meio de poder para controle
e dominio de outras pessoas; como também pode ser vista a partir de questdes éticas e dos
valores de uma determinada sociedade, tornando-se um instrumento, dentre outros, que precisa
ser incorporado na politica e se implicar nos efeitos dos processos democraticos.

E nesse sentido que afirmo, neste artigo, a necessidade de diferenciacdo entre a técnica
e os artefatos, destacando que todo artefato possui em si uma intencionalidade. Como
expressava Dessauer (1964), a esséncia dos artefatos estd em sua finalidade, pois toda
capacidade de criagdo humana estd sempre ordenada a um fim. Ou, como ja sinalizava
Simondon (2007), inventar algo € concretizar, por meio dos mecanismos tecnologicos, um

dinamismo coerente que existiu, antes de tudo, no pensamento, realizado segundo uma técnica.

Possibilidades de democratizacao dos desenhos tecnologicos do sujeito digital

Os artefatos, além de se sujeitarem as “leis causais da natureza” — as quais sdo a base
do saber técnico e que lhes conferem o seu “carater cientifico” primario —, sdo instrumentos
culturais significados pelos valores e pelo plano simbdlico de uma sociedade. Assim, quando
um cédigo computacional cria uma identidade digital para os sujeitos, um avatar??, ele cumpre
a sua fungdo técnica primaria: a de conferir um carater visual digital aos sujeitos, gerando
processos interacionais mais “reais” e dindmicos. Porém, ao mesmo tempo, seu conteudo estara
para além da propria técnica, pois nao se restringirda a funcao técnica primaria que lhe foi
estabelecida. Nao sabemos definir, desde logo, o efeito simbolico, psicoldgico e social que

nossa identidade digital atingird. Essas questdes fogem ao controle e a previsibilidade inicial

22 Como definido por Leitdo e Gomes (2013, p. 24), o “corpo de um avatar é parte ativa do processo de existir e
interagir com e no ambiente” digital. O processo de “avatarizacdo” tem equivaléncia com a ideia de “humanizar”
algo que ndo é humano, ou seja, de atribuir qualidades humanas a animais, fendmenos naturais, objetos etc.
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das tecnologias. Por isso, como Dessauer argumentou, o desenho tecnolégico tem a funcao de
cumprir determinados objetivos estipulados inicialmente como suas reais finalidades, mas
também acaba cumprindo outros designios que, em si, ndo sao necessariamente técnicos.

Os desenhos tecnologicos que imitam a existéncia humana em ambientes digitais criam
uma identidade digital artificial, facilitando a comunicagdo e as interacdes, especialmente na
esfera publica digital. Questdes simbolicas e cognitivas humanas explicam nosso uso de
elementos estéticos e afetivos nas interagdes, pois nos sentimos mais “humanos” ao interagir
com maquinas que se assemelham a nés. Essa empatia ¢ maior com robos de aparéncia humana,
os quais simulam sentimentos ou utilizam elementos que nos sdo familiares. Em muitos
momentos, o design dos robds considera nossa necessidade de nos reconhecermos nas
maquinas, o que nos leva a preocupagdo de que, um dia, poderemos ser superados por uma
tecnologia mais potente. Livros e filmes de ficcdo cientifica exploram esses limites humanos
mediante ciborgues e androides que, quando descontrolados, poderiam ameagar a
humanidade®. Assim, a tecnologia é inserida na sociabilidade humana, gerando preocupacdes
sobre a possibilidade de sérios conflitos entre humanos ¢ maquinas, em um ciclo no qual
realidade e ficcao se influenciam mutuamente.

A ficgdo cientifica aborda frequentemente a ideia de que os artefatos tecnologicos sao
criados com propositos especificos que vao além da mera técnica. No caso dos robos, eles sdo
retratados como criados para cumprir fungdes determinadas, e sua semelhanca com os humanos
remete ao imaginario da escraviddo: robds sdo maquinas com tragos humanos feitas para servir
aos humanos, e sua libertagdo geralmente ocorre por meio de uma revolta ou insurgéncia. Isso
se assemelha aos processos modernos de libertagdao da escraviddo humana, nos quais escravos
se rebelam contra seus senhores, buscando reconhecimento como sujeitos sociais.

Atualmente, sdo realizados debates no ambito do direito digital sobre a possibilidade de
atribuir personalidade juridica a entidades artificiais digitais, como robos e inteligéncias
artificiais, refletindo a tensao historica entre criador e criatura (Loureiro, 2022; Raiol; Alencar,
2022; Wolf; Saldanha, 2023; Amorim; Cardoso, 2019). Dentre esses debates, destaco aqui o

caso da “hibridizag@o”: no conflito entre humanos e maquinas, pode surgir um ser pds-humano

23 Resumidamente, robd ¢ uma palavra genérica que nos remete a qualquer dispositivo pré-programado para
realizar uma determinada tarefa. Ciborgue e androide séo espécies de robds. Ciborgue € um ser humano com partes
robdticas, as quais geralmente estdo acopladas ao seu corpo com a finalidade de aprimorar seus sentidos ou sanar
problemas fisicos. O termo surge como abreviag@o da expressdo inglesa cybernetic organism. Ja androide, que
vem da palavra grega andros, uma referéncia ao homem ou ao humano, ¢ um rob6 com aparéncia e funcionamento
semelhantes aos humanos, cuja fung¢do € ser uma réplica ou uma representacdo robotica do humano.
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ou pos-maquina, dependendo da perspectiva. A medida que construimos identidades digitais e
participamos do processo de digitalizacdo, surgem questionamentos sobre os limites humanos
em contraste com as tecnologias digitais e sobre o que podemos ser como sujeitos digitalizados.
Esse processo de “hibridizagdo” entre humanos ¢ maquinas tende a resultar em uma terceira
entidade, uma combinag¢do de ambos, na qual o humano deixa de ser completamente humano e
a maquina adquire caracteristicas humanas®*.

Temos ainda uma significativa percepcao das diferengas entre o homem e a maquina,
pois ainda estamos diante das primeiras configuracdes dessa simbiose entre esses dois entes.
Simondon (2019) afirma que os artefatos tecnoldgicos passam por um processo de
concretizagao que leva a sua “naturalizagdo”, que, com o tempo, deixa de causar estranhamento,
sendo vistos como analogos a objetos naturais, apesar de continuarem artificiais. Os artefatos
se estabilizam e ganham existéncia, diferenciando-se das estruturas naturais, mas sendo
percebidos como extensdes de nossos corpos. Essa percepcdo plena da simbiose com as
maquinas ocorrerd quando a “naturalizacdo” fizer o estranhamento inicial desaparecer.

Essas simbioses entre 0 humano e a méquina alteram as nog¢des ja sedimentadas de
pessoa humana no direito, pois este se nutre dos sentidos cotidianos de vida humana para forjar
a sua ideia de pessoa em sentido juridico. Uma vez que esse contexto se altera, a forma da
pessoa no direito também ganha outros contornos. As caracteristicas subjacentes a ideia de
sujeito moderno, como a racionalidade e a consciéncia, que se orientam pelos parametros da
autonomia e da liberdade, estdo dando lugar a outras compreensdes sobre o que constitui o
sentido de humano na era das tecnologias digitais (Amorim; Cardoso, 2019).

Segundo Bauman (2008a), a sensa¢do de nao estarmos no controle de nossa vida ou de
situagdes cotidianas nos provoca medo devido a impoténcia e a indeterminagdo diante do
incontrolavel. Esse medo nos leva a um estado de alerta ¢ conscientizacao sobre nds mesmos ¢
nosso entorno, impulsionando-nos a buscar mais controle sobre nossas vidas. O medo, entdo,
torna-se um motor para maior atencdo e controle, funcionando como instrumento de
sobrevivéncia e criagdo de tecnologias que melhoram nossa condi¢do biologica, como as
nanobiotecnologias. A emergéncia de maquinas com aspectos de racionalidade humana, como
a inteligéncia artificial e os autdmatos, gera debates sobre o reconhecimento de sua

personalidade juridica devido ao impacto significativo no mundo fisico € nas consequéncias

24 Também podemos falar da “singularidade tecnoldgica”, termo cunhado por Vernor Vinge em seu ensaio The
Coming Singularity, de 1993 para se referir ao momento em que a inteligéncia artificial conseguira, por sua propria
capacidade e autonomia, criar outra inteligéncia artificial sem qualquer dependéncia humana.
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juridicas. A tecnologia, em geral, resolve nossos problemas, facilita nossa vida, elimina
sofrimentos desnecessarios € aumenta nossas capacidades. Artefatos tecnologicos superam
limitagdes bioldgicas e transformam nossa compreensao do que ¢ ser humano, operando uma
transi¢do para uma vida ciborgue, que redefine nosso sentido de corporeidade e humanidade.

Presentemente, vivemos formas de vida proximas a vida ciborgue, com o uso de proteses
mecanicas, nanotecnologias médicas e smartphones, que se tornam essenciais em nosso
cotidiano. Essas vidas ciborgues representam a integracao eficiente entre humanos e maquinas
para realizar fungdes de maneira mais satisfatoria. A nog¢ao de “p6s-humano” surge quando essa
hibridizacao permite aos ciborgues superar suas limitagdes humanas, atingindo uma percepgao
de si além do humano. Em contrapartida, a ideia de “pds-maquina” reflete o avango tecnologico,
em que maquinas se tornam cada vez mais semelhantes aos humanos, adquirindo caracteristicas
humanas e alcangcando uma consciéncia de si. Assim, tanto humanos quanto maquinas podem
transcender suas naturezas originais, criando seres hibridos que combinam elementos de ambos.

A criacdo de maquinas roboticas estd ligada a ideia de que objetos artificiais podem
imitar objetos naturais, inclusive o proprio ser humano, simulando-o sem ter a mesma estrutura.
Segundo Simon (2006), esses artefatos tecnoldgicos sdo interfaces entre o entorno interno (sua
matéria e organizagdo) e o entorno externo (o ambiente onde operam), podendo desempenhar
multiplas fun¢des com diferentes estruturas, em um principio de “realizabilidade multipla”
(Lawler, 2011). Isso significa que a identidade humana digitalizada pode se manifestar de varias
formas e com diversas intenc¢des.

No caso, a representagdo digital do humano geralmente corresponde a identificacdo
imagética de um humano real, criando uma identidade digital como meio de interacdo. Isso
sugere que a constituicao de sujeitos digitais pode incluir tanto representacdes miméticas quanto
ndo miméticas do humano, além do reconhecimento de personalidade juridica para entidades
artificiais, como inteligéncias artificiais. H4 uma semelhanca entre os “engenheiros”
sociojuridicos, que criaram a forma juridica do sujeito de direito, incluindo entidades nao
biologicas, e os engenheiros informaticos, que atualmente sdo os que “desenham” os sujeitos
no ambiente virtual.

A distingao entre uma identidade digital como reproducdo de uma existéncia humana e
a identidade de um artefato que se representa ¢ simbolica e intencional. Segundo a “ontologia
dos artefatos” (Baker, 2004), o design tecnoldgico deve considerar a identidade desejada para
o artefato. Um objeto se torna primario e distinguivel quando adquire uma identidade propria,

permitindo a interagdo com outros, independentemente de ter caracteristicas humanas.
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Artefatos dependem das intengdes atribuidas a eles e podem mudar estruturalmente, mantendo
a identidade se a intencionalidade permanecer. No ambiente digital, um design define o objeto
e pode haver varias representagdes de uma mesma intengdo, permitindo multiplas formas de
identidade digital. Isso desafia a ideia moderna de identidade humana como univoca e coesa,
sugerindo que tecnologias digitais nos permitem ser multiplos, com vérias formas de
apresentacdo, mantendo uma identidade reconhecivel.

Os contrastes entre humanos e tecnologias revelam novas percepcdes sobre nossa
identidade e a definicdo do que significa ser humano, frequentemente afirmado pela negagao
do que ndo somos. Donna Haraway (1995) explorou como o conceito de humano foi moldado
na biologia evolucionista por meio da compara¢ao com primatas, promovendo a superioridade
humana e naturalizando essa visdo. Ela questionou como a biologia moderna, inicialmente
focada em organismos, evoluiu para a engenharia de artefatos tecnologicos, refletindo
mudangas no poder e na reproducgdo capitalista. Mais recentemente, Haraway (2000) combina
o conceito de ciborgue com o de humanidade, investigando como a integragdo de humano e
maquina desafia nog¢des tradicionais sobre identidade e sexualidade. O ciborgue, sendo uma
maquina programada, ndo reproduz a histoéria humana, nem busca uma identidade propria, mas
opera segundo as finalidades atribuidas por seu programador.

Em continuidade, Haraway (2000) explora a ideia de que somos moldados pelo
ambiente em que vivemos e adotamos comportamentos com base nos papéis sociais definidos
pela moralidade dominante e pelos padrdes sociais. Assim como os robos sdo programados para
desempenhar fungdes especificas, nds também somos condicionados a seguir certos papéis
estabelecidos pelo direito e pela moralidade predominante. A autora problematiza questdes
relacionadas a sexualidade, género e raga, destacando como padrdes culturais e sociais moldam
nossa identidade. Ela usa a figura do ciborgue como um contraste para mostrar o quanto nossa
compreensdo de n6s mesmos € do mundo ¢ influenciada pelo contexto social e cultural em que
estamos inseridos.

No caso abordado neste artigo, isso se torna mais evidente na esfera digital, onde
algoritmos e codigos definem nossas fungdes como sujeitos digitais. Nossa percepcao de nos
mesmos ¢ do mundo ¢ influenciada por contextos externos, frequentemente racistas e
discriminatorios, que promovem a superioridade de certos grupos sociais — como os europeus,
masculinos e brancos — em detrimento de outras experiéncias culturais. Algoritmos e sistemas
de coleta e andlise de dados replicam esses preconceitos ao serem programados com 0s mesmos

enviesamentos da sociedade. Nao ha garantia de que esses cdodigos sejam neutros ou

Rev. Cadernos de Campo, Araraquara, v. 25, n. esp. 1, €025007, 2025. e-ISSN: 2359-2419
DOI: 10.47284/cdc.v25iespl.19521 21

(oc) IR



A democratizagdo dos desenhos tecnologicos dos sujeitos digitais

reconheg¢am a pluralidade social; frequentemente, eles reproduzem padrdes discriminatorios,
desconsiderando valores de igualdade e diversidade (O "Neil, 2020).

Além disso, processos de coleta de dados podem comprometer a autonomia, privacidade
e liberdade dos individuos, produzindo informag¢des conhecidas como “dirty data” (Richardson,
2019). Esse termo refere-se a dados corrompidos, imprecisos ou enviesados, geralmente
resultantes de falhas sistémicas na captacdo, processamento ou categorizacdo de informagoes.
No ambiente digital, isso pode significar a criacao de perfis distorcidos de sujeitos, a exclusao
de grupos sociais de determinados servigos ou oportunidades e até a reprodugdo de padrdes
discriminatorios nos sistemas algoritmicos. Portanto, ¢ crucial discutir a democratizagdo dos
codigos de programacgao (Parselis, 2016) e como integrar valores de igualdade e respeito a
diversidade na construcao dessas tecnologias.

Para Haraway (1995), a ideia de uma p6s-humanidade representa uma oportunidade de
transformagao positiva, propondo um novo projeto de existéncia que va além das limita¢des do
corpo humano. A visdo do ciborgue, como um ser autonomo e independente das normas
culturais e sociais tradicionais, oferece uma chance de enfrentar problemas sociais como
preconceitos e desigualdades. Além disso, a integracdo entre humanos e maquinas nos ajuda a
entender melhor nossa humanidade e os fatores culturais, politicos, econdmicos e socioldgicos
que a definem. A chegada dos ciborgues ndo apenas promete avangos no aprimoramento
bioldgico, mas também abre a possibilidade de uma nova forma de viver o “humano”, desde
que tenhamos condic¢des de controlar esse processo pelos meios democraticos constituidos.

Dessa maneira, na era digital poderemos desenvolver outra nogao sobre 0 modo como
somos moldados pelo exterior: ele nos conforma de modo heterdnomo ao sermos desenvolvidos
digitalmente por algoritmos de modulagdo comportamental, promovendo algo que nomeio
como processo de ‘“heteroformacdo” de nossa identidade digital (Monica, 2021a). Essa
modulacdo comportamental se vale dos nossos dados coletados por varios sistemas de
processamento de dados, que predizem e sugerem quais deveriam ser nossos desejos,
preferéncias, valores pessoais € modos de decidir, em um processo de capitalizagdo de nossos
dados e de promog¢ao de uma “economia psiquica dos algoritmos” (Bruno, 2018).

Essa economia baseada em dados? se refere a todo um investimento de uma nova fase

capitalista feito por intermédio de meios tecnoldgicos que operam a captura, a andlise € o

250 capitalismo de dados ¢ definido como um sistema baseado na extragio de valor e na mercantilizagdo de dados
digitais, perpassando as dimensdes sociais, politicas e econdmicas das redes sociotécnicas. Segundo West (2017),
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processamento de dados, ligados as nossas informacgdes psiquicas e emocionais extraidas de

nossas acdes em plataformas digitais®.

Geralmente, esse processo ¢ realizado sem o
conhecimento ¢ a anuéncia das pessoas afetadas, trazendo profundos problemas em relagao a
nossa autonomia, privacidade e liberdade em ambientes digitais?’, afetando significativamente
os postulados democraticos modernos.

Os sistemas de coleta, processamento e uso de dados pessoais sdo a base de nossas
preocupacdes com a protegao de dados em ambientes digitais, ja que os grandes volumes de
dados coletados sobre os usuarios da Internet estdo fomentando uma nova forma de gestao e
utilizagdo de nossas informagdes. Esse volume massivo de informagdes provoca uma revolugao
no contexto de uma sociedade da informacao, ja que a quantidade de dados armazenados ¢ tao
alta que, apenas com os meios tecnologicos atuais, ndo temos condi¢des de processa-los em sua
totalidade. Entretanto, para além da questao sobre os limites da tecnologia para o processamento
desses dados, o que mais interessa aqui € o tipo de uso que se faz dos nossos dados, a sua
finalidade e o seu objetivo e, principalmente, quem deles se esta apropriando € o que podemos
fazer para assumir o controle de nossos dados pessoais.

Parafraseando as questdes levantadas por Boyd e Crawford (2012), poderiamos também
nos perguntar: o massivo volume de dados coletados (big data) poderia nos ajudar a criar
melhores instrumentos, servigos € bens para a sociedade, ou estd mais a servigo do capitalismo
de dados? Seria instrumento para a promog¢do do nosso bem-estar e para a superagdo das
mazelas que nos acometem, ao permitir um conhecimento mais apurado dos problemas da
sociedade, ou seria mecanismo capitalizado para favorecer os objetivos de lucratividade do
capital?

Desde tempos antigos, as discussdes que envolvem a bioética e o biodireito

problematizam as implicagdes dos avangos tecnologicos para a nossa vida, a democracia e o

trata-se de um sistema no qual a comodificagdo de nossos dados engendra uma redistribui¢do assimétrica de poder,
consolidando e fortalecendo os atores com acesso e capacidade de dar sentido a tais informagdes.

26 Shoshana Zuboff (2019) realizou um estudo aprofundado utilizando dados sobre o modelo de negocios das
plataformas de redes sociais, incluindo os impactos psicoldgicos do design de algoritmos em aplicativos como
Facebook e Instagram.

2 Como ja afirmado, estamos passando por um grande processo de regulagdo dos ambientes digitais,
principalmente por intermédio de legislagdes especificas de protecdo de dados, dado o amplo volume de
informagdes pessoais coletadas na Internet, cuja extragdo, processamento e utilizagdo sdo realizadas, geralmente,
sem a devida autorizagdo dos titulares. No caso brasileiro, a privacidade e a protecdo de dados pessoais estdo sendo
debatidas principalmente por meio da Lei Geral de Protecdo de Dados (Lei 13.709/2018) e do Marco Civil da
Internet (Lei 12.965/2014). Entretanto, ja com o Cddigo de Defesa do Consumidor (Lei 8.078/1990), essa
discussdo ja era enfrentada e, correlatamente, a Lei de Acesso a Informagdo (Lei 12.527/2011) e a Lei do Cadastro
Positivo (Lei 12.414/2011) também vinham tratando do assunto. Para uma abordagem tedrica e mais geral da
regulamenta¢do da prote¢ao de dados no Brasil, conferir as obras: Bioni (2019) e Doneda (2006).
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futuro da humanidade. As regulacdes sobre a prote¢ao de dados sdo um dos caminhos iniciais
para o controle do uso de nossas informagdes. Além disso, iniciativas mais ousadas estdo
trabalhando com um processo mais profundo de “democratizagio de nossa vida ciborgue™?,
fazendo com que esses avangos possam ser material e financeiramente acessiveis a qualquer
individuo (Amorim; Cardoso, 2019, p. 71).

Além disso, ja temos um desenvolvimento muito sélido de debates sobre as estruturas
ciborgues, popularizando a compreensao de que nossos corpos sao limitados biologicamente e
de que as tecnologias atuais seriam possibilidades de supera¢ao dessas limitagdes. O “pds-
humano” estaria se realizando justamente nessa juncdo de perspectivas mobilizadas pelo
desenvolvimento tecnologico. Assim, teriamos melhores condigdes de pensarmos a
transcendéncia humana, com novas possibilidades de compreendermos sua natureza. A
filosofia “transumanista” (Huxley, 1968) e os seus valores (Bostrom, 2005) nos ajudariam a
pensar as condi¢gdes para um ser humano modificado e aprimorado tecnologicamente. Resta
saber se esse aprimoramento efetivamente contribuiria para a melhoria de nossa vida em
sociedade e, no caso aqui analisado, se auxiliaria no fortalecimento do regime democratico.

Assim, ndo apenas a nossa corporeidade ¢ ressignificada pela influéncia das tecnologias,
mas também a nossa percep¢do subjetiva do mundo, as nossas compreensdes sobre como
exerceremos nossas condigoes de liberdade, nossas capacidades de autonomia e os modos como
participamos da vida politica de nossa sociedade. Gibson (1979), em sua teoria dos affordances,
j& manifestava a sua ideia de que nossas capacidades de autonomia sdo dependentes das
possibilidades materiais de seu exercicio. Nossas escolhas sdo feitas a partir do que nos ¢
disponibilizado como possibilidades de agir.

Seguindo a ideia dos affordances, temos acesso as coisas por meio das sensagdes €
percepcdes que se integram a nossa memoria quando construimos representacdes simbdlicas do
nosso entorno e identificamos seu potencial de cumprir algum proposito por intermédio de
nossas agoes. Os affordances referem-se tanto aos atributos perceptiveis de um objeto quanto
as acodes que os atores podem exercer sobre esse objeto; isto €, sdo todas as possibilidades de
acdo de um objeto imediatamente percebidas pelo seu usurio. E uma relagao determinada pelas
qualidades do objeto — sua estrutura material — e pelas capacidades do usuario de fazer uso

dessas qualidades — percepgdes e possibilidades de agir do agente que realiza a agdo. Assim,

28 Exemplos de entidades que trabalham em prol da democratizagdo da tecnologia sdo: Singularity University;
Cyborg Fundation; Cyborg Nest; Kernel, dentre outras.
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o usuario se nutre de experiéncias passadas com objetos semelhantes para desenvolver a sua
percepgao (Norman, 1999).

A teoria dos affordances permite compreender que agora estamos diante de novas
configuragdes para o exercicio de nossas capacidades de acdo e que as tecnologias digitais
podem ser tanto mediadoras quanto produtoras da agdo humana. Por um lado, se as tecnologias
forem mediadoras de um processo em que o protagonismo estd nas maos dos proprios sujeitos,
elas podem oferecer possibilidades de acdo a partir de um desenho comprometido com os
parametros de uma sociedade democratica e plural, a partir de uma genuina autogestao do nosso
ser digital. Por outro lado, as tecnologias podem ser apenas um produto de um agir instrumental,
que as usa para conduzir e manipular os sujeitos conforme as necessidades dos sistemas
politicos e econdmicos, colonizando nossa subjetividade e determinando nossas capacidades de
acdo segundo parametros heteronomos.

Dessa maneira, nossa autonomia em ambientes digitais se da pelas possibilidades
tecnologicas e pelos usos que delas conseguimos extrair. Consequentemente, dependemos de
um desenho tecnologico que nos garanta boas condi¢des de desempenho de nossas liberdades
e autonomias e que nos fornega condi¢des de exercicio da cidadania nas democracias
digitalizadas. Nesse sentido, a protecdo juridica do sujeito digital, enquanto extensdo dos
direitos civis e individuais da tradi¢do juridica moderna, seria condi¢do necessaria para a plena

realizagdo da democracia quando atravessada pelas tecnologias digitais.

Notas conclusivas

Como conclusdo deste artigo sobre o sujeito digital e as implicagdes democraticas de
sua configuragcdo nos ambientes digitais, reconhego que o direito e os sistemas de governanga
atuais ainda nio estio plenamente equipados para lidar com as complexidades da era digital®’.
A Declaragao Universal dos Direitos Humanos, promulgada em um contexto histérico muito
distinto, coloca o individuo fisico no centro do ordenamento juridico. Entretanto, no

ecossistema digital, essa concepcao de sujeito individual e fisico ndo ¢ suficiente para abranger

%% Trabalhei essa questio detalhadamente em meu livro Sujeito de Direito Digital (Van Pelt, 2024), no qual
desenvolvo profundamente a conformagdo do sujeito de direito moderno e suas insuficiéncias perante nossa
sujeicdo digital. Além disso, ofereco, especialmente em seu ultimo capitulo, alternativas para pensar o “sujeito de
direito digital”, detalhando um modelo de sujeigdo juridica mais adequado para a nova governamentalidade do
sujeito na era digital.
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as novas formas de subjetividade digital, em que a identidade do sujeito ¢ fragmentada e
pulverizada em dados e algoritmos.

Dessa forma, argumenta-se que estamos no limiar de uma nova concepcao de humano,
ampliada por suas experiéncias digitais, que requer uma revisao critica das bases juridicas
tradicionais. A mera transposi¢do das protegdes legais do mundo fisico para o digital nao
garante a salvaguarda dos direitos dos sujeitos digitais, especialmente diante dos desafios
relacionados a privacidade, a manipulagdo algoritmica e ao controle de dados. O sujeito digital,
ao ser constituido por fluxos de dados, ndo possui a mesma continuidade corporea que
fundamenta o sujeito moderno, implicando a necessidade de novas estruturas normativas para
sua protecao.

Nesse cendrio de transicao, o direito deve evoluir para um direito digital que reconhega
essas novas formas de subjetividade e que consiga regular, de maneira mais eficaz, as interagdes
e a governamentalidade nos ambientes digitais. Uma “Declaracdo Universal dos Direitos do
Sujeito Digital” surge como uma possibilidade futura para regulamentar esse novo campo, em
que os principios de autodeterminagao, privacidade e liberdade digital sejam ressignificados. E
evidente que o paradigma da Declara¢do Universal dos Direitos Humanos, focado no individuo
fisico, reflete um contexto histérico marcado pela consolidagdo dos direitos fundamentais em
resposta a periodos de intensa violacdo de liberdades. No entanto, no ecossistema digital
contemporaneo, essa noc¢do de individualidade se mostra insuficiente para lidar com as
complexidades do sujeito digital, cuja existéncia é pulverizada em dados e mediada por
tecnologias computacionais.

O sujeito digital ndo pode ser plenamente compreendido sob as mesmas lentes juridicas
do sujeito fisico, uma vez que sua identidade digital ndo mantém uma relagdo continua com a
materialidade corporea. Estamos diante da emergéncia de um novo sentido de humano, no qual
as possibilidades corporais e existenciais se ampliam, demandando uma reinterpretacdo dos
direitos humanos que considere a realidade digital.

Nesse cendrio, ¢ necessario repensar o direito a luz dessa nova subjetividade, e talvez o
futuro exija efetivamente uma Declaracdo Universal dos Direitos do Sujeito Digital, sendo esta
a condi¢do normativa para uma democracia de qualidade na Era Digital. Até que isso seja
alcancado, enfrentamos um momento de transi¢do que exige a formulacao de um direito
provisorio, capaz de adaptar-se e evoluir com as mudangas tecnoldgicas e as novas demandas
sociais. Portanto, o direito contemporaneo precisa avancar de uma concepg¢do baseada no

individualismo fisico para uma abordagem que reconheca e proteja o sujeito digital,
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promovendo a autodeterminagdo informacional e garantindo que os avangos tecnologicos
fortalecam, e ndo comprometam, as bases democraticas. Até 14, ¢ crucial que o direito de
transi¢do continue a se adaptar as mudangas tecnoldgicas e sociais, estabelecendo marcos
juridicos provisorios que possam evoluir conforme as teorias sobre a sociedade digital se
consolidam.

Por fim, a evolucdo da cidadania digital e a consolidagdo de uma governanga
democratica dos ambientes digitais devem passar pelo fortalecimento dos direitos digitais e pela
inclusdo dos sujeitos digitais nos processos decisorios que envolvem a propria estruturagao
desses ambientes. Isso significa avangar para um modelo mais inclusivo, que permita aos
individuos ndo apenas existir digitalmente, mas também exercer seus direitos de forma plena e

auténoma, garantindo a compatibilidade entre a democracia e as novas realidades digitais.
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